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DYNAMICS OF INFLATION IN INDIA: 
A NEURAL NETWORK APPROACH 

J.C. PARIKH* 
D.R. KULKARNI 

B.K. BHOI 
C.K. KRISHNADAS 

1. Introduction 

The dynamics of inflation is a matter of intense debate in 
economics. There are several strands of thoughts explaining 
inflation dynamics of ten with reference to specific countries. The 
divergence in views of the different schools of thought on this 
issue is largely due to differences in the institutional arrange- 
ments and levels of socio-economic development of the coun- 
tries, giving rise to unique structural problems. But i t  is impor- 
tant for policy makers to understand the inflation dynamics in 
the context of their own economies, and it is for this reason 
empirical research into the phenomenon of inflation processes 
has to be robust and continuous. 

There are mainly two econometric approaches often favoured by 
researchers while modelling inflation dynamics of an economy. 
First is univaria t e time series modelling, where researchers as- 
sume that future price behaviour could be adequately antici- 
pated based on past data as the data generating process of a 
time series is assumed to obey certain dynamic principles. As 
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Dr. B.K. Bhoi is Director, Department of Economic Analysis and Policy 
(DEAP), Rescr1.c Bank of India, Mumbai. Mr. C.K. Krishnadas i s  
Assistant Advisc>r, DEAP, Reserve Bank of India, Mumbai. 



the univariate time series modelling is based on this set of as- 
sumptions, researchers of ten adopt mu1 tivaria te analysis as an 
alternative method to find out the causal connection among the 
variables. Of late, within the framework of mu1 tivaria te analy- 
sis, time series properties of the variables have come to be inter- 
woven under what is called ' coin tegra tion and error correction' 
mechanism. In either case, the researchers impose constraints on 
the model about the underlying relation among the variables 
which may be either linear or non-linear. While this may not 
help fully understand the complex inflationary processes, i t  
would still be necessary for the sake of analytical rigour to pos- 
tulate the nature of the underlying relationship on the basis of 
defini live theore tica 1 premises and informa tion set. 

The main purpose of this study is to understand inflation dy- 
namics in India through the use of artificial neural network 
(ANN). There is hardly any work on this subject based on this 
method. A major advantage of this method is that non-linear 
behaviour of dynamic variables can be incorporated in the 
model. For purposes of interface, the study also provides exer- 
cises done with the help of traditional Box-Jenkins model and 
Vector Error Correction Model, a1 though strict comparisons with 
conventional econonletric techniques would be diffficult. What is 
important to recognise is that the ANN approach regards the 
process as a low dimensional non-linear deterministic system 
and proceeds to model the complex system that is evolving, 
whereas the conventional techniques assume the variables to be 
stochastic and apply statistical theory to model, usually in a lin- 
ear frame. The variables, in the conventional approaches, are, in 
many cases, transformed and differenced. In the non-linear mod- 
elling using ANN, such preprocessing of the data is not done as 
they would remove crucial informa tion about the evolution of 
the complex system that generates the observed data. It should, 
therefore, be borne in mind that the data being modelled itself is 
different under the two approaches. 



The scheme of this study is as follows : A brief review of the lit- 
erature on inflation is presented in Section 2. Section 3 contains 
details of the data used in the analysis as well as the methodol- 
ogy applied for modelling. Section 4 is devoted to univariate 
modelling using conventional as well as ANN methods. Within 
the framework of mu1 tivaria te modelling, Section 5 compares the 
results of the ANN model with those under the cointegration 
technique. For both the univariate and the mu1 tivaria te studies 
using ANN, the residuals (errors) have also been modelled. As a 
consequence, in our work we have a two step approach. In the 
first step the ANN models the trends and in the second step the 
residuals are modelled again using ANN. Section 6 studies the 
impulses of policy shocks on the price level. Section 7 presents 
concluding observations and policy implications. 

2. Brief Review of Literature 

The traditional explanations to the inflationary process are in 
terms of cost push and demand pull factors. These have been 
found to be inadequate to explain the complex inflationary proc- 
esses. A very vast literature explaining the underlying causes 
and consequences of inflation under different regimes has grown 
since about the end of the fifties, as one can glean from such 
comprehensive surveys as those of Bronfenbrenner and Holzman 
(1 963), Johnson (1 963), Laidler and Parkin (1975), Hudson (1 983), 
Gordon (1985) and McCallum (1990). Our purpose here is not to 
review the entire literature on inflation, but to briefly highlight 
some of the major ideas that would help us to understand the 
dynamics of inflation in India. 

The two lines of thought that permeate macr&conornics relate to 
'activism' as against 'non-activism'. Classical, including the neo- 
classical, and 'new' classical schools, proceed on the assumption 
that the economy is fundamentally in equilibrium and there is, 
therefore, no need to adopt active policies that would interfere 



with the working of the market forces. Inflation, in such a 
framework, is the direct fall out of monetary expansion beyond 
what is critically needed for the economy As against this line of 
thinking is the Keynesian viewpoint w&ch questions the funda- 
mental assump tion of equilibrium of the economy and advocates 
intervention to pull the economy up to a higher level of output 
and employment. Those who espouse state activism generally 
agree that inflation needs to be viewed as one related to the ex- 
pansion of output and employment rather than be explained 
purely by monetary phenomenon. 

The early literature llas argued that there is a positive correlation 
between inflation and real income or equivalently, a negative 
correlation between inflation and unemployment. The trade off 
between inflation and unemployment (the usual Phillips curve) 
was found to be fragile in 1970s mainly because of 'stagflation'. 
Since there is a natural rate of growth of output and employ- 
ment, the policy intervention in the long run may induce price 
level rather than the level of employment (Friedman, 1963, and 
Phelps, 1973). Moreover, if the expectation is rational, the expec- 
tation induced Phillips curve may be vertical implying the 
breakdown of the negative trade off between inflation and un- 
employment. Of late, the empirical findings suggest that there is 
a negative trade off between inflation and real income (Barro, 
1995) which means a positive correlation between inflation and 
unemployment. This implies that price stability would need to 
be a major objective of monetary policy for sustainable growth. 

There are several supply side explanations which contribute to 
the inflationary process in an economy. The basic supply side 
explanation about what causes prices to rise is the increase in 
the cost of production. As labour and capital are the major fac- 
tors of production, .the rise in real wage and real interest rate 
has the potential of increasing the price level. If the increase in 
the supply price is gradual, then it has an enduring impact on 
the price level which is understood to represent 'core inflation' 



(Eckstein, 1981). There could be sudden increase in the prices of 
certain factors of production (like oil prices in the 1970s) leading 
to increase in the general price level as the agents may not be in 
a position to adjust quickly in response to the shock. The impact 
of supply shocks on the price level is generally temporary and is 
expected to be dissipated over a period of time unless it is s u p  
ported by monetary expansion on a continuous basis. 

Another major supply side explanation of inflationary process is 
the downward stickiness of wages initially proposed by Keynes 
(1936). Prices do not adjust quickly to changes in the supply of 
goods because of wage rigidities and price inertia. During the 
seventies, however, the wage-price stickiness thesis was under 
severe attack froin the 'new' classical school of economists like 
Lucas (1973) and Sargent and Wallace (1975) who held that eco- 
nomic agents' expectations are rational and the market clearing 
mechanism operates in both labour and commodity markets. 
Therefore, wage-price stickiness cannot prevail over a medium 
term. In the short-run, there may be stickiness due to mispercep 
tion on the part of the rational economic agents about the 
changes in relative prices. 

Nonetheless, in recent years, there has been revival of interest in 
favour of wage-price stickiness spearheaded by 'new Keynesians' 
like Ball (1991, 3995), Gordon (1985), Fisher (1994) and Taylor 
(1979). According to them, price rigidities may arise due to sev- 
eral factors like long-term wage contracting, imperfect competi- 
tion, high 'menu' costs and 'coordination failure' among markets. 

Yet another explanation of inflation dynamics, which has re- 
cently come up, is in terms of 'real business cycle' theory put 
forward by King and Plosser (1984), Kydland and Prescott (1977) 
and Long and Plosser (1983). The basic idea underlying the 
theory is that fluctuations in prices emanate from technological 
shocks to the aggregate production function. When there is a 
positive shock to aggregate supply there is an even bigger rise 



in total volume of money and credit which induces procyclical 
movements in money, prices and output. 

In the case of open economies, the origin of inflation may be in 
foreign countries which may be the major trading partners of the 
country under consideration. If the country is under a fixed ex- 
change rate arrangement, domes tic monetary policy may have 
limited potency in controlling inflation. Under flexible exchange 
rate system, large and rapid movements in foreign exchange rate 
may have pervasive effects on domestic price level. Although 
there is no consensus as to what ultimately determines the ex- 
change rate of a country, the proximate cause of volatility in 
exchange rate may be excess money supply leading to rise in 
price differential between the trading partners. The other major 
determinates of excltange rate may be the expected interest rate 
as well as the expected real growth rate differentials. 

In the case of developing countries, however, the problem is 
somewhat different in the sense that there are a number of 
structural rigidities and bottlenecks which prevent free play of 
market forces. The structuralist explanation of price behaviour in 
the developing economies runs in terms of supply bottlenecks, 
rather than one of a purely monetary phenomenon. 

Empirical studies of inflation in the Indian context in general 
tried to test the ideas of monetarists, Keynesian and structural- 
ists (Lahiri (1981), Ramana than and Patil (1989), Bha ttacharya 
and Lodh (1990), Balakrishnan (1991, 1992), Ghani (1991), Ray 
and Kanagasabhapathy (1992)). A linear constraint is imposed in 
most of these studies. Besides, the open economy problem is not 
adequately addressed. The present study would drop the con- 
straint of linear relation and hy to capture the impact of external 
sector under a new method. 

The brief survey of the literature made above is persuasive in 
the sense that we should model money output and exchange 
rate to know the dynamics of inflation in an open economy. 



Therefore, we develop univariate and multivariate neural net- 
work models including money, Index of Industrial Production 
(IIP) and foodgrain stocks (as proxy for real sector growth) and 
the Real Effective Exchange Rate (REER) (to represent the exter- 
nal seetor). The dependent variable obviously is the price level/ 
inflation rate. For the sake of simplicity, we have presented vari- 
ous measures of inflation in India in Appendix I. In our model- 
ling we use the Wholesale Price Index (WPI) and Consumer 
Price Index for Industrial Workers (CPI-IW) as proxies for price 
behaviour in India in the wholesale and retail markets, respec- 
tively. 

The present s k d y  examines data from April 1975 to March 1996 
covering 252 observations. The selection of the period of study is 
essentially needbased to have adequate data points. 

3. Database and Methodology 

3.1 Database 

The price behaviclur in India is studied in terms of the two indi- 
ces, namely, All-India Wholesale Price Index (WPI) and the Con- 
sumer Price Index for Industrial Workers (CPI-IW). Although 
both %he series generally move in tandem, several instances of 
divergence between them have been in evidence. The two series 
differ in respect of commodity coverage, number of quotations, 
weighting diagram, etc., and as such, do not necessarily depict 
an identical movement. It is, therefore, appropriate to do the 
empirical exercise in terms of both the series so as to avoid 
likely bias in choosing one against the other. In  the case of 
multivariate analysis the exercise here has been conducted only 
in terms of WPI, as WPI and CPI behaved, by and large, in the 
same manner as in the case of univariate exercise. 

There are four explanatory variables, namely, broad money, In- 
dex of Industrial Production (IIP), foodgrain stocks and real ef- 



fective exchange rate in our model. Among these explanatory 
variables (which are used as inputs in the ANN models) broad 
money pertains to t l~e  last Friday of each month. For scale vari- 
able, monthly GDP would have been appropriate. As monthly 
GDP is not available, IIP has been used as proxy for scale vari- 
able. However, the IIP does not represent the whole economy. 
For the purpose of avoiding the total exclusion of agriculture, 
stocks of foodgrains with the public distribution system is used 
as a proxy for agriculture. 

In a price equation, one can use interest rate as an argument. 
Unfortunately, no series is available on interest rate which is 
market determined. Only call money rate has been somewhat 
market related within the ceiling imposed on the banks by the 
Indian Banks Associa tion. After the ceiling was withdrawn in 
May 1989, the call rate was found to be highly volatile. The se- 
ries, thus, has a transient phase which could not be modelled in 
the ANN. Hence, interest rate is dropped from our analysis. 

The exchange rate is considered as one of the explanatory vari- 
ables in our study. It is, in fact, the external price of money 
which can be interpreted a s  a surrogate for interest rate as well. 
Moreover, the variable is important in influencing domestic 
prices through the cl~anges in the relative prices of traded goods. 
Although trade-GDP ratio in India is low, it is steadily rising 
over time. This apart, our exports for a number of items like 
gems and jewellery, chemicals and engineering goods are highly 
import intensive. As the nominal effective exchange rate (NEER) 
contains the element of price effect, preference was made for 
trade weighted real effective exchange rate (REER) as an ex- 
planatory variable in our analysis. Nevertheless, NEER remains 
as the policy variable which is used to adjust REER whenever 
necessary Ul tima tefy, the authorities expect the real effective 
exchange rate to remain stable or corrected to the equilibrium 
level. In a deregula tcd regime, the authorities have the option to 
influence it through intervention. 



3.2 Pre-Analysis of Time Series Data - Characterization of the 
-Complex System 

Recent developments in the study of time series data using 
methods of nonlinear dynamics have emphasized the importance 
of carrying out pre-analysis of the data. The pre-analysis charac- 
terizes the dynamic system underlying the time series data, and 
provides valuable informa tion about its nature. In many cases, 
through the characterization, i t  is possible to find out whether 
the system is i) linear or nonlinear, ii) deterministic or stochastic, 
and iii) regular or chaotic. This information is very valuable for 
modelling the system. For this purpose various characteristics of 
the time series such a s  power spectrum, correlation dimension, 
embedding dimension, Lyapunov exponent, surrogate data 
study, deterrninstic vs. stochastic (DVS) plot, structure function 
have been investigated. The conclusions drawn from these stud- 
ies are however not completely reliable because the time series 
is somewhat short and noisy. All the same these characteristics 
do provide valuable guidelines for constructing an appropriate 
model. 

For modelling the dynamics of a complex system with variables + 
X(t) = {XJt), X$t), ... X,(t); t= l ,  ... n) one can, quite generally, write f 
first order ordinary differential equations 

where 3 is a conlinuous (vector) function of all the variables 5, 
X,,. ..Xr The functions F' may also have nonlinearities. Given the 
initial values the Eq. (3.1) would describe the evolution of the 
system in the space of its variables (X,, ... Xf ). 

In a realistic situation one does not know either the actual 
number of variables or the form of the function i? The objective 
then is to use time series data of a single or a few observables 



to construct the dynamics of the original system. This is known 
in the literature [Packard et al. (1980), Takens (1981) and Ruelle 
et al. (1985)l as state space reconstruction of the dynamics. Im- 
plicitly it is understood that there is a relationship between the 
internal degrees of freedom of a deterministic system and an 
observable of the system in order to build a model of the meas- 
ured behaviour of the system. 

As long as the dynamics is not random there are two basic pa- 
rameters of the time series data which one ought to know for 
modelling. These are the time lag z and the embedding dimen- 
sion d .  

A time series {X(t) : t=1, ... N) is usually generated by measuring 
a dynamic variable at some frequency. It may turn out that the 
successive measurements X(f) and X(t+l) are highly correlated. 
This may be useful for some purposes but as we shall see not 
for constructing a model for a dynamical system. The present 
requirement (as described below) is to choose a value of time 
delay z such that measurements X(t) and X(t+z) are least corre- 
lated or independent. This will ensure that only critical informa- 
tion in the data is employed for modelling so that the model 
does not contain reduntant parameters. A simple way to deter- 
mine z is to evaluate the autocorrelation function (a(T)) 

The first minimum in the plot of a(T) vs T is usually taken to be 
the time lag r. A generalization (to nonlinear domain) of the 
autocorrelation function is called the average mutual informa- 
tion. It is defined by the expression 



N P (X(m), X(m + T))  
I(T) = 2 P(X(m), X(rn + T)) log, 

m=l 
] (3.3) 

P (X(m)) P (X(m + T))  

where P(X(rn)) is the probability of measuring X(m) and 
P(X(rn), X(rn+T) ,  is the joint probability of measurements of 
X(m) and X(rn+T). The distribution P(X(rn)) is evaluated from 
the histogram of the frequency with which the value X ( m )  oc- 
curs after suitably normalizing it. Similarly for the joint distribu- 
tion, one counts the frequency with which a given box is occu- 
pied in the plot of X(m) versus X(m+T).  Again the time lag z is 
chosen to be the first minimum in the plot of I (T)  --+ T. Note 
that if  there is no clear minimum one takes 7 to be that value of 
T where K T )  = l /sImax.  

If in addition to measurement of (X( t ) )  we had data on the time 
derivatives (x( t)), {x( t)), ... . etc. then in principle one could con- 
struct a set of differential equations that models the system. The 
derivatives are however not known. In a significant develop- 
ment, Packard et al. (1980) and Ruelle et al. (1985) proposed a 
method called the method of delay where a vector 

when evolved in time determines the essential geometric and 
topological structure of the attractor of the complex system in 
the mu1 tidimensional space of its variables. ForJhis purpose it is 
vital that the components of the delay vector X(t)  be independ- 
ent. This is because one can then use these components (instead 
of the derivatives) for modelling the system. This was the re- 
quiremen t mentioned above. Another crucial parameter in this 
geometric reconstruction of the (phase) space is the embedding 
dimension d. Essentially it determines the minimum number of 
dynamic variables needed to model the system, or the dimen- 
sion of the phase space in which the attractor is embedded. 



Several methods have been proposed to determine the embed- 
ding dimension d from the time series data. The method of false 
nearest neighbours [Abarbanel et al. (1993)l is geometric in con- 
struct. It rests on the fact that points in d dimension space may 
become neighbours if projected into one with a lower dimension. 
Thus one calculates the number of false nearest neighbours as a 
function of a variable dimension 23. The value d at which the 
number of false nearest neighbour goes to zero is taken to be 
the embedding dimension. 

It is important to realize that the determination of LC and d and 
their use in ANN model will enable one to follow the state 
space evolution (dynamics) of the time series. The parameters z 
and d that are deduced from the data are therefore the most 
critical ones, not only for characterization but also for dynamic 
modelling of the system. Appendix I1 shows how to infer the 
nature of the time series using au to-correla tion function, DVS 
plot, time delay (z) and embedding dimension (d) .  

3.3 Box-Jenkins Method 

A number of basic text books (Box and Jenkins (1976)) on time 
series analysis give the details of this model and the procedure 
for estimation among others and we, therefore, give here only 
the basic expressions. 

An autoregressive moving average process of order ( p , q )  of a 
stationary Gaussian process X, is given by 

where v, is white noise and a. = 1. 



The autoregressive (AR) order and the moving average (MA) 
order, p and q, are respectively determined depending on the 
partial autocorrela tion and au tocorrela tion of the process. 

3.4 Vector Error Correction Model 

The Johanson's technique of Vector Autoregressive Error Correc- 
tion Model (VECM) has become an important tool in time series 
analysis of integrated economic data. Most economic series are 
non-stationary and regressing such data can lead to spurious 
relations among the variables. Specifically, our data series are 
integrated of order 1, i.e. I(l), and generally any arbitrary linear 
combination of the series would also be I(1) giving rise to what 
has come to be known as spurious regression. However, there 
may exist certain linear combinations of the series which are I(O), 
in which case the relevant variables are said to be co-integrated. 
This notion is central to the concept of long-run relationships 
between variables. The co-integrating relationships are the long- 
run equilibrating relationships among the variables. However, in 
practice such equilibria are hardly ever achieved; the observed 
data usually deviates from the long-run equilibrium due  to 
shocks in the variables, random effects, etc. The subsequent evo- 
lution of the variables take into account the extent of the devia- 
tion from the equilibrium relationships, and try to adjust itself 
towards the long-run equilibria. By explicitly introducing a term 
to capture .the deviation of the data from the long-run relation- 
ships, the short-run dynamics of the model gets enhanced and 
also measures the effect of such deviations on the variables. 
When this specification is formulated in a Vector Auto Regres- 
sive framework we have a Vector Error Correction Model. 

Formally, if X, is an (n x 1) vector of variables which are 1(1), so 
that AX is I(O), the linear system can be expressed as  



k-l 
AX, = p + C Di AXfi + -t E, 

i l l  

where x is of rank r, 0 < r < n. If n is correctly specifiecf, all 
terms on the right hand side are I(0) and the standard distribu- 
tional results apply. Once r is known, we can find a,n x ,  and 

Xn x r) such that x = ya' and a'X,-, is I(0). The test for r is a maxi- 
mum likelihood test that n = ya'. 

The estimate of a is obtained by considering the residuals 

k-1 
R,, = AX, - C D. I AX t-r . 

i= 1 

R,, = X,, - -2 Di AX,, 
i=1 

and their second moment matrices and their cross products, S, 

SO,' Slof S11' 

where the r largest eigenvalues obtained by solving the equation 

I n s,, - S,,S;~ so, I = o 
k,. 2 hj 2 0 for i 2 j, determine the eigen vectors constituting the 
columns of a = (v,, v,, v ,,.... vT). The set of eigen vectors are 
given by 

subject to the normalization V ' S,, Ir = I. The eigen vectors cor- 
responding to the r largest eigen values are the cointegrating 
vectors. Once a is estimated, estimate of y is given by 
So,a (a S,,a)-'. Banerjee et al. (1993) is a good reference for esti- 



ma tion and testing of the hypotheses about the parameters 
involved. 

3.5 Artificial Neural Network Modelling 

3.5.1 Background 

The task of modelling a complex system is difficult. This is due 
to the fact that there are many variables with unknown mutual 
interactions that govern the dynamics of the system. In addition, 
the sys tem is qui te likely to be nonlinear in nature. Traditionally 
modelling of such systems is carried out by first identifying cru- 
cial dynamic variables and then making assumptions about their 
interactions and time evolution. This enables one to set up  the 
basic equations to study the time evolution of the system. Such 
an approach has obvious limitations related to the assumptions 
made to describe the system. For instance, it is not very clear 
what ought to be modified when the model is in disagreement 
with the data. In this context, recent developments in the appli- 
cation of artificial neural networks are of considerable im- 
por tance. 

3.5.2 Artificial Neural Network (ANN) 

ANN approach has become a very valuable tool for solving cer- 
tain kinds of con~plex problems. More precisely ANN technot- 
ogy has been successfully applied to problems of i) classification 
of data, and ii) generalization based on features present in the 
data. The most important advantage of the approach is that it 
makes relatively weak assumptions about the dynamics of the 
system. It relies instead on the data and via a suitable network 
generates an optimal model. Another at trac live feature of the 
ANN methodology is that it can quite easily incorporate 
nonlineari ties. 



Figure 1 : A fully connected, three layered neural network with 4 
neurons in the input layer, 3 in the hidden layer and 1 in the output 
layer. 

An artificial neural network is a simplistic and idealized carica- 
ture of a human brain, which attempts to mimic some of its 
functions, such as associative memory learning and adaptive 
information processing. It consists of a set of elements called 
(idealized) neurons, organized in layers with connections be- 
tween the neurons. As an example, a network with 3 layers la- 
belled input, hidden and output having 4,3 and 1 neurons re- 
spectively is shown in Fig. 1. 

In this network, each neuron in the input layer is connected to 
every neuron in the hidden layer and similarly there is full con- 
nectivity between the neurons in the hidden and the output lay- 
ers. There are no direct connections between the input and the 
output layers and no connections between the neurons in a 
layer. In the network, each connection, say between neurons la- 
belled i and j, is assigned a weight w.. which denotes the 
strength of the coupling between the pair GI') of neurons. In gen- 



eral, one can have networks with an arbitrary number of neu- 
rons in each layer, many hidden layers and with more complex 
connectivity. 

Within such a structural framework, the broad objective is to 
construct a model for the complex system. In most cases, one 
assumes that the model will be generated by extraction of pat- 
terns from the collected data. For this purpose, from the avail- 
able data a complete set of input - output relations are ex- 
tracted. The network is then trained to reproduce the input - 
output relations by adjusting the weights w.. such that the error 
between the calculated network output and the desired output 
(data) is minimized (see Appendix I11 for details). The learning 
of the inpu t+ou tput relations is stored in the weights wij. Net- 
works having different architectures thus generate different mod- 
els. In principle, one therefore has an infinite number of models 
for a given system. In practice, however, it turns out that by in- 
creasing the number of neurons in the network or by increasing 
the number of hidden layers (both increase the number of pa- 
rameters) the performance does not improve. One then opts for 
a parsimonious model where the error in the fit is small and in 
sample generalizations most accurate. This type of ANN model 
can be viewed as a nonlinear autoregressive approach without 
error correction. The main point, however, is that the form of 
nonlinearity is not assumed. 

As discussed earlier, in the study of inflation using time series 
data of macroeconomic variables, one is able to get some guide- 
lines about the architecture of the network from pre-analysis of 
the time series data. Using these guidelines ANN model has 
been generated which reproduces the overall trends in the data. 
The residuals have also been modelled using the ANN 
technique. 



4. Modelling the Time Series - Univariate Studies 

4.1 Forecast Through Conventional Box-Jenkins Method 

The series M, was modelled after eliminating a trend equation 
Log(M3) = 9.913+0.013t. All other series were treated on their 
first differences. The residuals of each series were also tested for 
autocorrelation and normality. The coefficients of the ARMA 
model and the test statistics for residual autocorrelation and nor- 
mali ty, viz., the Box-Ljung statistic and the Jarque-Bera statistic 
are presented in Table 1 .  

Model of M3 : 

The detrended series of M, is modelled with an AR lag of 1 and 
MA lags of 12 and 24. The residuals of the ARMA model 
showed absence of au tocorrela tion -and normality of distribution 
with Box-Ljung test statistic at 40.703 which is significant at 
0.025 and the Jarque-Bera statistic at 68.993 which is significant 
only at 0.0 level. 

Model of Wholesale Price Index : 

The WPI was modelled using three Auto Regressive terms viz., 
lags 1, 12 and 24 and one Moving Average term of lag 3. The 
Box-Ljung statistic was computed at 29.139 which is significant 
at.  0.258 showing that the residuals are not free from 
au tocorrelation. The Jarque-Bera statistic was at 32.335 which is 
sigmficant only at 0.0 indicating normality of residuals. 

Model of Consumer Price Index: 

An AR model with lags 1, 12 and 24 were constructed for the 
series CPI. Box-Ljung statistic was at 22.639 which is significant 
a t  0.599 showing that the residuals are not free from 
autocorrelation. The Jarque-Bera statistic was 0.081 which is sig- 



nificant even at 0.96 indicating that the residuals are not nor- 
mally distributed. 

Model of Trade based Real Effective Exchange Rate : 

The series REER was modelled as AR(1) with two interventions, 
viz., an additive outlier at data point 196 and innovative outliers 
at 204 and 252. The residuals are not free from autocorrelation as 
the Box-Ljung statistic at 29.088 is significant at 0.26. They are 
again not normally distributed as the Jarque-Bera statistic at 
1.209 is significant at 0.55. 

Model of Food Grain Stock : 

The variable FOODS was modelled with 4 AR terms at lags 1, 3, 
5, 12 and one MA term at lag 12. An additive outlier was used 
at point 145 and an innovative outlier at point 170. The Box- 
Ljung statistic (14.754 significant at 0.947) shows that the 
residuals are au tocorrela ted. However, the value of Jarque-Bera 
statistic 94.407 which is significant only at 0.0 shows that they 
are normally distributed. 

The important features of Box-Jenkins models for each of the 
variables are sun~marised below. The ARMA model parameters 
with the standard errors are shown in Table 1 for the variables 
M,, WPI, CPI, REER and FOODS. 



Table 1 
The coefficients and statistics of the fitted ARMA 

models for various variables 

" 

FOODS 

-0.403408 
(0.052201) 

-0.137544 
(0.05375 1) 

-0.11 8432 
(0.054414) 

-0.20846 I 
(0.050783) 

-0.905735 
(0.019498) 

355.82 

14.754 
(0.947) 

94.407 
(0.000) 

REER 

-0.298310 
(0.058361 ) 

14.37 

29.088 
(0.260) 

1.209 
(0.546) 

CPI 

-0.390895 
(0.050988) 

-0.126304 
(0.045331 

-- 
-0.321915 
(0.046858) 

3.87 

22.639 
(0.599) 

0.081 
(0.960) 

WPI 

-0.391456 
(0.056401) 

-0.121432 
(0.053209) 

-0.179868 
(0.051447) 

0.1 73711 
(0.061 824) 

2.89 

29.139 
(0.258) 

32.335 
(0.000) 

AR:l 
(S.E.) 

AR:3 
(S.E.) 

AR:5 
(S.E.) 

AR: 12 
(S.E.) 

AR:24 
(S.E.) 

MA:3 
(S.E.) 

MA:12 
(S.E.) 

MA:24 
(S. E.) 

MSPE:IO 
steps 

Box-Ljung 
statistic 
(Sig. Level) 

Jarque-Bera 
statistic 
(Sig. Level) 

3 

-0.856023 
(0.032951) 

0.391770 
(0.060423) 

0.416804 
(0.062303) 

2.04 

40.703 
(0.025) 

68.993 
(0.000) 



4.2 Forecast with ANN Model 

As emphasized in Section 3.2, it is important to characterize the 
time series data before attempting to model it. Consequently we 
carried out a detailed study of the characteristics (discussed ear- 
lier) of all the 7 data sets. 

We first describe the general features found by us  from the 
analysis. The autocorrelation function as well as the average 
mutual information for each of the time series indicate that the 
underlying dynamic system is essentially deterministic (non- 
stochastic) and correlation persists for a long time. The DVS 
plots imply that the dynamics has only weak nonlinearities and 
does not exhibit low dimension chaos. As we shall see later, we  
are able to construct very good linear models for M,, WPI and 
CPI data sets but even the weak nonlinearities are important for 
modelling REER and FOODS data. The call money rate data is 
nearly constant for a long period (upto - 1989) and then shows 
a transient behaviour. As a resulz it has not been possible for us 
to characterize it leave alone model it. The IIP data has charac- 
teristic seasonal features which show up  very clearly in the 
power spectrum. 

Next we give in Table 2 the values of the time delay z and the 
embedding dimension d obtained by using the methods de- 
scribed in Section 3.2 for the various data sets. The values of z 
range from 3 to 10. Small values indicate that the successive 
points in the time series are weakly correlated whereas larger 
values reflect long coherence time in the data set. 



Table 2 
The values of time delay (z) and embedding dimension (dl 

for the time series of various variables 

The various data sets are not independent of each other and 
hence we determine the cross correlation, amongst them. This is 
shown in Table 3. 

Table 3 
The cross-correlation between time series of various 

variables at lag equal to zero 

FOODS 

3 

4 

CPI 

6 

2 

The cross correlations in the data exhibit some interesting fea- 
tures. The most striking one is that the variable labelled FOODS 
is weakly correlated with all the other ones. As expected the 
variables CPI and WPI are highly correlated. It is interesting to 
note that both WPI and CPI are very strongly correlated with 

M3' 

IIP 

7 

3 

We next model the time series (univariate) data sets using ANN. 

T 

d 

- 

REER 

M3 

WPI 

IIP 

CPI 

FOODS 

CALL 

3 

? 

M3 

1.0 

0.989 

0.953 

0.989 

0.542 

REER 

1.0 

-0.903 

-0.899 

-0.908 

-0.913 

-0.357 

WM 

6 

3 

REER 

10 

3 

M, 
10 

3 

FOODS 

1.0 

WPI 

1 .O 

0.961 

0.998 

0.511 

IIP 

1.0 

0.996 

0.488 

CPI 

1.0 

0.504 



Thus, for each of the data series we want to construct an input- 
output (1-0) model of the form 

Here f describes the functional relationship, z is the time delay 
and d the embedding dimension for the series (see Table 2). For 
N data points the total number of 1-0 relations is NV = (N-2)- 
(d-l)z. It is worthwhile stressing that the architecture of the neu- 
ral network and the total number of 1-0 relations directly de- 
pend on the parameters z and d. 

In order to implement a model of the form shown in Eq. (4.1) 
using a n  ANN we take d neurons in the input layer and one 
neuron in the output layer. The number of neurons in the hid- 
den layer is varied between zero (linear model) to a n~aximum 
value of where N is the total number of data points. The 
total number (NV) of 1-0 relations is divided into two sets - a 
training set (containing approximately 80%) of the relations and 
a test set having the rest of the relations. The training of the 
network proceeds by choosing all the weights randomly and by 
feeding vectors (r.h.s. of Eq. (4.1)) of the training set at the input 
layer. The output is calculated (see Eq. (A4) in Appendix 11) and 
compared with the actual output in the training set data. The 
error is then propagated backward and the weights are corrected 
(see Appendix 11). This procedure is repeated for the entire train- 
ing set many times over until a minimum in mean square error 
is obtained. If the network is appropriate, a minimum of error 
would signify that to a large extent the 1-0 relations of the train- 
ing set have been "learnt" by the network. The learning is stored 
in the weights. These weights are then used to examine the suc- 
cess rate in predicting the outputs for the test set. A high'suc- 
cess rate implies that the ANN model has actually "learnt" (not 
"memorized") the 1-0 relations, and hence has the capability to 
generalize. 



We present next the results of our ANN study of economic time 
series data. Our study shows that for the M,, WPI and CPI time 
series a network with no hidden layer is very good. This implies 
that nonlinearities are not significant and linear models would 
work well. The optimal net for REER and FOODS data sets re- 
quire a hidden layer. Thus, nonlinearities are important in these 
cases. 

For these five time series data, we show in Figs. 2-6 the quality 
of the fit. Table 4 provides quantitative measures of the quality 
of fit. The quantity nmse (see Table 4) is the normalized mean 
square error defined by 

L- 2 (Xi (obs) - Xi (cat))? N 
nmse = 

Variance of the Observed Value 

Month 

~ X I O ~ ' . . . . I ~ ~ - . I ~ - = . I . - . ~ I ~ . = ~ ~ . - . .  

Figure 2 : The monthly observed values (dotted line) and the corre- 
sponding fitted ANN values (solid line) of the variable M, from April 
1975 to March 1996. 
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Figure 3 : The rnonthly observed values (dotted line) and the corre- 
sponding fitted A N N  values (solid line) o f  the variable WPI from 
April 1975 to 'March 1996. 
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Figure 4 : The monthly obscrvcd values (dotted line) and the corrc- 
sponding fitted ANN valucs (solid line) of the variable CM from April 
1975 to March 1996. 



Figure 5 : The monthly observed values (dotted line) and the corre- 
sponding fitted ANN values (solid line) of the variable REER from 
April 1975 to March 1996. 
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Figure 6 : The monthly obscrvcd valucs (dottcd line) and thc corrc- 
sponding fitted ANN values (solid line) of the variable FOODS STOCK 
from April 1975 to March 1996. 
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Table 4 
Measures of the quality of fit for the fitted and predicted 
values of various variables using univariate ANN models 

We note that in all these cases (except FOODS data) ANN pro- 
vides an excellent model so far as fitting the data is concerned. 
The (linear) models for M,, WPI and CPI have superior meas- 
ures compared to the nonlinear ones for REER and FOODS. Fi- 
nally, due to the peculiar nature of the data on call money rate 
we have not been able to model it. Also, the IIP data has peri- 
odic structure and our simple network architecture and training 
strategy is not adequate to reproduce the periodic behaviour. 

4 
WPI 

CPI 

REER 

FOODS 

4.3 Discussion of Univariate Results 

A comparison of the outcomes using the two different ap- 
proaches (ARMA and ANN) to analyse the univariate time se- 
ries is attempted in this section, eventhough it is known that 
there are several basic differences between the t w o  methods 
which makes the comparison not very meaningful for the fol- 
lowing reasons: 

mean 
error (%) 

FIT 

0.76 

0.67 

0.69 

1.40 

6.55 

1. The ARMA model is applied to the detrended time series 
data whereas the ANN model is with respect to the actual 

max 
error (%) 

FIT 

3.72 

3.78 

3.71 

15.2 

34.9 

nmse 

FIT 

0.0003 

0.0003 

0.0003 

0.008 

0.06171 

mean 
error % 

MSP 
(10 steps) 

0.71 

0.79 

0.85 

1.24 

6.46 

nmse 

MSP 

0.04 

0.12 

0.17 

1.18 

0.46 



time series. As the pre-analysis of the time series data shows, 
the underlying dynamic system is essentially deterministic 
and hence the ANN has modelled the dominant deterministic 
trends of the economic time series data. This is, in fact, the 
first step of our univaria te ANN modelling. O n  the other 
hand, if the trends in the time series data are removed, what 
remains can basically be characterized as "coloured noise". 
The ARMA then has modelled the small largely stochastic 
component of the dynamics. We have also verified, by carry- 
ing out the various tests for characterization of the detrended 
series, that they represent "coloured noise". 

To proceed further with a meaningful comparison of the two 
approaches, we have modelled the residuals left after obtain- 
ing the trends from ANN.  This is the second step of our 
univariate ANN modelling. For this purpose, we again deter- 
mined the lag (TI and the embedding dimension ( d )  of the 
time series generated by the residuals of various variables as 
given in Table 5. These values are then used to construct ap- 
propria te neural networks to generate error correction. 

Table 5 
The values of time delay (z) and embedding dimension (dl 

for the time series of various variables 

Note that the residual time series do  not show the type of vari- 
ability found for the actual data. This is quite understandable. 

We next compare tlie quality of fit, the quality of "in sample" 
dynamic predictions and the "out of sample" dynamic predic- 
tions. It is of value to carry out "in sample" dynamic predictions 

Z 

d 

REER 

3 

3 

M3 

2 

3 

WPI 

3 

3 

CPI 

5 

5 

FOODS 

3 

4 



because it checks the consistency of the model and provides con- 
fidence in the model's capability to make "out of sample" pre- 
dictions. It basically testifies to the robustness of the model. 

The mean percentage error in fitting the data as well as the per- 
centage error in making "in sample" 10 step dynamic predictions 
are shown in Table 6 for all the five series. 

Table 6 
Comparison of fitted and in-sample predicted values of 
univariate Box-Jenkins and error-corrected ANN models 

We note from Table 6 that the in-sample dynamic predictions 
have consistently smaller errors in the ANN model. We also 
show in Figs. 7 to 11 the type of agreement while carrying out 
in sample dynamic prediction. 

The single step predictions are such that they closely reproduce 
the fluctuations but seem to have a phase lag. 

- 

M3 

WPI 

CPI 

REER 

FOODS 

Mean Error (%) 
FIT 

Box- Jenkins 

0.87 

0.83 

0.69 

1.78 

4.52 

Mean E m r  (%) 
10 step in sample 

dynamic prediction 

ANN 

0.76 

0.67 

0.69 

1.40 

6.55 

Box- Jenkins 

2.53 

1.70 

1.97 

3.79 

18.86 

ANN 

0.71 

0.79 

0.85 

1.24 

6.46 



220 230 240 250 2 60 
Month 

Figure 7 : A comparison of the in-sample monthly observed values (dotted line), 
the corresponding fitted ANN values (dashed line) and the predicted ANN val- 
ues (solid line) for the variable M, from October 1994 to  March 1996. 

Figure 8 i A comparison of the in-sample monthly observed valucs (dotted line), 
the corresponding fitted ANN values (dashed line) and  the predicted ANN val- 
ues (solid line) for the variable WPI from October 1994 to  March 1996. 
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~ i i u r e  9 : A comparison of the in-sample monthly observed values (dotted line), 
the corresponding fitted ANN values (dashed line) and the predicted ANN val- 
ues (solid line) for the variable CPI from October 1994 to  March 1996. 

Figure 10 : A comparison of the in-sample monthly observed values (dotted line), 
the corresponding fitted ANN values (dashed line) and the predicted ANN val- 
ues  (solid line) for  the  variable REER from October 1994 to March 1996. 
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Figure 11 : A comparison of the in sample monthly observed valucs (dotted 
line), the corresponding fitted ANN values (dashed line) and the predicted 
ANN values (solid linc) for the valuables for FOOD STOCK from October 
1994 to March 1996. 

The mu1 tis tep predictions are also in qualitatively good agree- 
ment with the data except for the FOODS data. In the case of 
M,, WPI and CPI data, the simplistic (nearly linear) predictions 
may be due to the linear model. It ought to be mentioned that 
for the REER data the B-J linear model gave erroneous trends 
whereas the ANN model is quite reasonable. The mu1 tistep pre- 
dictions provide us with some measure of confidence concerning 
the error that would very likely be present in predictions made 
beyond the existing data. 

As a real world test, forecasts have been generated for all the 
series from April 1996 to March 1997 using the two methods 
(see Table 7). The generated forecasts have been juxtaposed with 
actual data upto the points available for each series and forecast 
errors have also been presented to facilitate comparison. As can 
be seen from Table 7, the predictions for M,, WPI, CPI and 



REER are very similar in the two approaches. For the FOODS 
data the forecasts varied from 3 to 10 percent with BJ method 
whereas they ranged from 5 to 24 percent in the ANN approach. 
It may be noted that, in this case (see Table 6), the in sample 
dynamic predictions had much larger errors in the BJ calcula- 
tions. 

Finally, it is very crucial to understand that even a univariate 
study of time series, with the pre-analysis that we carry out and 
the state space approach that we implement within the ANN 
framework, captures the dynamics and provides valuable infor- 
mation about the complex system. It is also able to make good 
out of sample forecasts. 

Table 7 
Out of sample forecasts using Box-Jenkins (BJ) 

and ANN methods (Univariate) 

contd.. 

33 

A 

obs 

1996.04 
BJ 
ANN 

1996.05 
W 
ANN : 

1996.06 
BJ 
ANN 

1996.07 
BJ 
ANN 

1996.08 
BJ 
ANN 

1996.09 
BJ 
ANN 

4 
61 2381 
605316 (1.13 ! 

609080 (0.54) ' 

61 8365 
615388 (0.45) 
615992 (0.38) 

624069 
621992 (0.33) 
623241 (0.13) 

626306 
631513 (-0.80) 
633472 (-1.11) 

632561 
638012 (-0.86) 
647992 (-2.44) 

642256 
650719 (-1.32) 
654296 (-1.97) 

WPI 

302.80 
301.84 (0.32) i 
301.89 (0.30) 

304.70 
304.32 (0.12) 
304.16 (0.18) 

305.90 
306.67 (-0.25) 
306.40 (-0.16) 

311.90 
309.04 (0.92) 
308.31 (1.15) 

314.40 
310.97 (1.09) 
309.95 (1.42) 

31 6.80 
312.72 (1.29) 
311.01 (1.83) 

CPI 

324 
-321. (0.76) 
324.67(-0.21) 

328 
324.73 (1.00) 
326.17 (0.56) 

333 
329.05 (1.19) 
329.63 (1.01) 

339 
333.57 (1.60) 
333.87 (1.51) 

343 
337.12 (1.71) 
337.69 (1.55) 

344 
340.66 (0.97) 
339.80 (1.22) 

REER 

63.08 
62.70 (0.60) 
62.39 (1.09) 

62.17 
62.76 (-0.95) 
62.71 (-0.87) 

62.52 
62.61 (-0.14) 
62.72 (-0.32) 

62.48 
62.41 (0.11) 
6 t 7 3  (1 -20) 

62.26 
62.20 (0.10) 
61.14 (1.80) 

62.91 
61.98 (1.48) 
60.89 (3.21) 

FOOD 

26520 
25616 (3.41) 
22805 (14.01) 

29270 
31239 (-6.73) 
23719 (18.%) 

27770 
29559 (-6.44) 
24032 (13.46) 

25740 
26913 (-4.56) 
23848 (7.35) 

22060 
24180 (-9.61) 
22868 (-3.66) 

19700 
21 666 (-9.98) 
24129(-22.48) 



Table 7 contd. 

1996.11 
BJ 
ANN 

1996.12 
BJ 
ANN 

1997.01 
BJ 
A N N  

1997.02 
BJ 
ANN 

1997.03 
BJ 
ANN 

REER 

63.42 
61.77 (2.60) 
60.11 (5.22) 

CPI 

34 6 
343.06 10.85) 
341.41 (1.33) 

FOOD 

21140 
21468 (-1.55) 
281 56(-33.19) 

WPI 

317.50 
314.37 (0.99) 
311.61 (1.86) 

o h  

1996.10 
BJ 
ANN 

653621 
669767 (-2.47) 
665298 (-1.79) 

658045 
676392 (-2.79) 
675043 (-2.58) 

670646 
682339 (-1.74) 
686979 (-2.44) 

678359 
691119 (-1.88) 
696398 (-2.66) 

698056 
714490 (-2.35) 
705394 (-1.05) 

4 
646649 
663311 (-2.58) 
659868 (-2.04) 

319.00 
316.13 (0.90) 
3 12.43 (2.06) 

320.1 0 
31 7.96 (0.67) 
313.29 (2.13) 

31 9.80 
31 9.94 (-0.04) 
311.47 (2.60) 

321.40 
321.68 (-0.09) 
315.77 (1.75) 

320.70 
323.22 (-0.79) 
31 7.08 (1.13) 

349 
345.38 (1.04) 
343.32 (1.63) 

350 
345.33 (1.33) 
344.49 (1.57) 

350 
345.39 (1.32) 
345.82 (1.79) 

350 
346.67 (0.95) 
348.34 (0.47) 

351 
348.70 (0.66) 
352.87 (-0.53) 

63.00 
61.55 (2.30) 
59.82 (5.05) 

63.52 
61.33 (3.45) 
60.08 (5.42) 

63.18 
61.12 (3.26) 
60.41 (4.38) 

64.86 
60.90 (6.11) 
60.55 (6.65) 

NA 
60.69 
60.66 

20360 
21157 (-3.91) 
29763-46.18) 

201 90 
20741 (-2.73) 
28826(-42.77) 

18600 
19846 (-6.70) 
28129(-51.23) 

17250 
18439 (-6.89) 
30911 (-79.19) 

16410 
16.164 (-0.33) 
32091 (-95.56) 



5. Multivariate Studies of Time Series Data 

Multivariate dynamic studies are generally carried out i) to ob- 
tain functional relationships between the variables, ii) to model 
the dynamics and make out of sample forecasts, and iii) to ex- 
amine effects of impulses given to independent variables. 

5.1 Vector Error Correction Model 

The Vector Error Correction Model (VECM) as described in  Sec- 
tion 3.4 is next used to analyse the variables M, WPI, REER, IIP 
and FOODS. The variables were transformed to log form and a 
lag  of 15 was  used. Two cointegrating vectors were found 
among the data series a t  one percent level. The eigen values and 
the likelihood ratios are tabulated along with the hypotheses in 
Table 8. 

Table 8 
Results of co-integration analysis 

* ( ** dcnotcs rcjccticm of the hypothesis at 5% (1%) significance level. 

The two normalized co-integration equations are given in Table 
9 and the corresponding residuals are plotted in figures 12 and 
13. 

Eigenvalue 

0.151287 

0.1 08947 

0.100232 

0.040607 

0.001577 

Likelihood 
Ratio 

101.0167 

62.30472 

35.081 83 

10.15581 

0.372477 

Hypothesized 
No. of CE(s) 

None** 

At most I*' 

At most 2* 

At most 3 

At most 4 

5 Percent 
Critical 
Value 

68.52 

47.21 

29.68 

15.41 

3.76 

1 Percent 
Critical 
Value 

76.07 

54.46 

35.65 

20.04 

6.65 
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Figure 12 : Residuals of M, using normalized cointegrating vector #1 
(see Table 9) 

Table 9 
Normalized coefficients of two co-integrating equations 

A brief explanation would be in order in regard to the two 
cointegra ting equations presented in Table 9. 

4 
1.000000 

0.000000 
* 

The number of cointegration vectors in the system is determined 
by the rank of the coefficient matrix ll of the levels term. A like- 
lihood ratio test is done on the eigen values of 17 to determine 
the number of non-zero eigen values, which is the rank of ll 
and hence the number of cointegrating vectors. 

WPI 

0.000000 

1 .OOOOOO 

REER 

-0.578195 

0.239846 

IIP 

-2.585510 

-0.851397 

FOODS 

-0.423405 

-0.287650 

CONSTANT 

7.943789 

1.111365 



Figurc 13 : Residuals of WPI using normaliscd cointegrating vector #2 
(see Table 9). 

0.4 - - 
- 

- 
- 

- 

- 

- 

As soon as there is more than one cointegrating vector, there is 
an entire subspace of vectors which satisfy the requirements of 
being cointegrating vectors (any linear combination of the two 
cointegra ting vectors is itself a cointegrating vector). Conse- 
quently any norn~alization is quite arbitrary. A popular approach 
is to normalize in a way that has the identity matrix as the coef- 
ficients on  the first r variables, where r is the number of 
cointegrations. The original set of vectors (unnormalized) are 
orthogonal in the n-dimensional space, where n is the number of 
variables. The normalized vectors are orthogonal in the r-dirnen- 
sional subspace, they are no longer orthogonal in the n-dimen- 
sional space. There is no economic meaning in the normalization 
we perform since any other normalization would be equally 
good in terms of fitting the data. It may also be noted that this 
method relies on the particular ordering of the variables. 

-0.6 

As our tests indicate that there are two cointegrating vectors, we 
pick up the two top rows (corresponding to the two largest 

. . . . I . .  , . I  , . . ,  I . . . . I . . . . I . . . .  
0 50 100 1 50 200 250 300 

Month 



eigen values) of the unnormalized set of vectors. We now have a 
matrix B of order 2 x 5. Since presenting unnormalized vectors 
does not convey much meaning we have to normalize these vec- 
tors. In the case of a single cointegrating vector, we multiply the 
entire row with the inverse of one element so as to get unity in 
its place and present the results (one cointegrating equation). In 
the case of more than one cointegrating vector, we generalize 
this normalization of making one element equal unity. We ex- 
press our matrix B as a partition 

where B is 2 x 5, B, is 2 x 2 and B, is 2 x 3. 

Now we premultiply the partitioned form by the inverse B;' to 
get 

B: x B = [I, B: x B,] 

where I is the identity matrix of order 2 x 2 and BP B, is 2 x 3. 

  he matrix [I, B;' x B,] is presented as normalized vectors. This 
way of normalization is only one ma thema tically convenient 
way of presenting the results. Owing to the use of the identity 
matrix I, i t  has the disadvantage that i t  makes some of the coef- 
ficients zero which makes the equations difficult to interpret eco- 
nomically. However, l7 itself, the coefficient matrix of the levels 
term in the model, is invariant of any normalization that we use 
to report the results, as I is only one factor of n, and the other 
factors say A is posimultiplied by B, so that for = A x B, and 
for any nonsingular B,, 

( A  x B,) x [I, B: x B,] = ( A  x B,) x (B:) 
= A x (B,  x B:) 
= A x l x B  
= ~ x ~ = n  



An Error Correction Model with variables transformed to log 
form was estimated for AM,, AWPI, AREER, AIIP and AFOODS 
on their own previous 15 lags and on the cointegrating equa- 
tions shown in Table 9. The quality of fit is shown in Table 10. 

Table 10 
The quality of fit obtained for various variables 

using Vector Error Correction Model 

5.2 ANN Model 

Residuals 

Mean Abs. % Error 

Max. Abs. "lo Error 

NMSE 

A number of multivariate ANN studies were carried out by us 
with different objectives in view. It ought to be mentioned that 
to the best of our knowledge these are the first such studies us- 
ing the ANN method. A part of the work was concerned with 
exploring functional relationships between the five variables M,, 
WPI, REER, IIP and FOODS. More precisely, we use the ANN 
approach to examine nonlinear relations amongst these 
macroeconomic variables. Thus, we consider (in turn) one of the 
five variables as a dependent variable and express it in terms of 
the other variables. In another investigation we wanted to exam- 
ine the sin~ultaneous tinze evolution of the system allowing all 
the five [WPI, M,, REER, IIJ?, FOODS] dynamic variables to in- 
fluence each other. It should be mentioned that the amount of 
data is not enough for a full vector to vector ANN mapping. In 
view of this we have carried out vector -+ scalar multivariate 
ANN models. Further, we also estimated the effect of giving a r4 
5% impulse in M, and k2.52 impulse REER on WPI. 

I% 

0.5237 

2.9768 

0.00013 

WPI 

0.4312 

2.3500 

0.00013 

REER 

1.1420 

10.8180 

0.00544 

IIP 

1.8990 

8.3911 

0.00485 

FOODS 

2.8926 

15.6303 

0.01276 



We first discuss the nonlinear relations amongst the variables. 
For this purpose we therefore construct a sequence of ANN 
models given below. 

(M,), - f,(REER, WPI, TIP, FOODS), = 0 (5.1 

( WPI), - f,(R EER; M,, IIP, FOODS), = 0 (5.2) 

(REER), - f,(M, WPI, IIP, FOODS), = 0 (5.3) 

(IIP), - f,(REE R, M,, WPI FOODS) = , 0 (5-4) 

(FOODS), - f,(REER M,, WPI, IIP) = 0 (5.5) 

We found that in all the cases it was necessary to include a hid- 
den layer in the optimal net i.e., the nonlinearaties are impor- 
tant. The quality of the fit is shown in Table 11. The moments of 
the residuals are shown in Table 12. We note that the models of 
Eq. (5.11, (5.2) and (5.3) give better fit compared to the others as 
they have nmse below 2%. However, we would like to concen- 
trate on two most important economic variables, such as M, and 
WPI, which are the basic focus of our analysis. It ought to be 
stressed that although we have obtained these nonlinear rela- 
tions it is not possible to specify how many of them are inde- 
pendent. 



Table 11 
The quality of f i t  of nonlinear relations for various 

variables using ANN 

Table 12 
A comparison of the lowest two moments of residuals 

obtained from ANN 

M3 

WPI 

REER 

IIP 

We compare the nonlinear relations amongst the variables with 
the data in Figs. 14-15. 

FOODS 1 103.13 1 14.71 1 2649.73 1 0.1628 

Max % 
Error 

11.35 

4.73 

11.54 

22.21 

Mcan 

Std 

Next we carry out full dynamic multivariate calculations incor- 
porating the lag structures and the embedding dimension of the 
variables in the neural network framework. At the conceptual 
level this is an improvement over the VECM. This is because the 
level terms are modelled dynamically and further ANN can 
tackle nonlineari ties in the system. 

Mean % 
Error 

2.60 

1.36 

2.03 

4.49 

Nonlinear Relations using ANN 

M3 

44.21 

4524.02 

RMS 
Error 

4525.25 

2.23 

2.16 

10.84 

WPI 

0.0068 

2.23 

NMSE 

0.00084 

0.001 

0.0165 

0.0317 
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Figure 14 : Nonlinear relation for M, obtained with ANN (see 
5.1)). Observed values (dotted line) and ANN values (solid line). 

0 50 100 150 200 250 300 
Month 

Figure 15 : Nonlinear relation for WPI obtained with A N N  (sce (eq. 
5.2)). Observed values (dotted line) and ANN values (solid line). 

42 



We therefore developed multivariate vector-+scalar ANN mod- 
els to study the time evolution of all the five variables. It should 
be pointed out that a complete multivariate vector-+vector 
model could not be generated due to lack of data points. Let us 
define a five component vector 

2 s (XI, X,, X,, X,, X5) = (M,, WPI, REER, 118 FOODS) 

The mu1 tivaria te vec tor+scalar models that we have constructed 
are of the type 

for each variable 2$ (i=1, ... 5). In eq. (5.6), (T, d,) refer to the lag 
and the embedding dimension respectively for the variable Xi. 
These are given in Table 2. Optimal neural networks were ob- 
tained in each case and the quantitative aspects of the fit are 
shown in Table 13. 

Table 13 
Quality of f i t  of multivariate vector-scalar ANN models 

The results are as expected. The dynamics of trends in the data 
is modelled quite well by the data and error correction improves 
the fit. The next step is to make forecasts. 

Model 

ANN 

ANN with 

Quality Measures 

Mean Abs. Error (%) 

Max. Abs. Error (%) 

NMSE 

Mcan Abs. Error (%) 

Data Sets 

Error 

Correction 

Max. Abs. Error (%) / 8.13 13.83 / 2.42 / 8.80 / 21.25 

NMSE 0.0046 0.00012 0.00016 0.0070 0.012 

REER 

1.34 

17.30 
0.0078 

1.10 

IIP 

4.14 

21.59 

0.036 

2.30 

FOODS 

5.99 

33.16 

0.042 

3.39 

M, 

0.82 

3.91 

0.00028 

0.67 

WPI 

0.55 

2.78 

0.00025 

0.47 



5.3 Forecasts in the Multivariate Model . ' 

In order to make out of sample forecasts, we again follow a two 
step approach. In the first step, we determine the trends by con- 
structing models according to Eq. (5.6). The second step consists 
of using ANN to model the residuals. Clearly, i n  the 
mu1 tivariate case we need to incorporate cross correlations 
amongst the variables. We have therefore determined the partial 
auto correlation and cross correlation with a whole range of lags. 
The statistically significant lags are then included in the determi- 
nation of the input-output relations. These are then modelled by 
ANN in a dynamic system to make it comparable with the error 
correction time series model. In fact, our dynamic model is a 
nonlinear ANN implementation of the linear transfer function 
model involving cross correlations as discussed by Box and 
Jenkins ((1 976). The explicit equations for the residuals 6X1 is 

Here T,,.. .T,, are significant au tocorrela tion terms and zi.. .z, are 
the significant cross correlation terms between the variable 1 and 
i. There are similar equations for the residuals 6X2, ... 6X5. The 
various z's are shown in Table 14. The quality of fit to the ob- 
served values improves after applying the error correction proce- 
dure (see Table 13). The dynamic model was then used to fore- 
cast data from April 1996 to March 1997 as seen in Table 15. 
This horizon falls entirely outside the sample data. As in the 
univariate analysis, the actual data as well as the forecast errors 
are presented along with the forecasts for easy comparison. 



Table 14 
Lags in partial autoconelations and cross-correlations 

used for  modelling residuals 

We note that for M,, WPI and IIP the predictions with ANN are 
slightly better than, and in any case, comparable to those af 
VECM. For REER the ANN predictions are consistently better 
compared to VECM. As regards the FOODS stock data, ANN 
gives predictions with large errors; this is because, in our viewp 
for the multivariate studies using ANN, the data are still not 
enough. We believe that predictions wa&d be better with more 
data. 

4 
WPI 

REER 

IIP 

FOODS 
STOCKS 

4 

6,11,16,23 

- 

- 

18 

12,17,18, 
32 

W PI 

11 

1,2,4,19,22 

1 

19,24,29, 
31,36 

1,4,14,26, 
38 

REER 

18 

- 

1,7,20 

8 

- 

IIP 

10,11,35 

5,7,10,17, 
19,24 

4,8,10,16 

11,12,13,14, 
24 

2,3,12,14,24, 
25,30,36,38 

FOODS 
STOCKS 

3,4,21,27,33 

12,16,20,22 

1 

2,9,10,12,22, 
24,34,36 

1,2,4,5,10,12, 
13,24,25 



Table 15 
forecasts 

IIP 

278.40 
285.29 (-2.44) 
283.81 (-1.91) 

289.20 
292.80 (-1.25) 
292.03 (-0.97) 

279.40 
285.71 (-2.18) 
304.79 (-8.33) 

285.70 
293.52 (-2.96) 
307.89 (-7.21) 

289.00 
301.15 (-4.20) 
312.60 (-7.55) 

303.40 
297.64 (+1.90) 
292.41 (3.76) 

301.10 
292.99 (+2.69) 
302.59 (-0.49) 

296.20 
318.70 (-7.60) 
301.10 (-1.63) 

318.80 
346.54 (-8.70) 
311.67 (2.29) 

315.60 
348.83 (-10.53) 
298.54 (5.71) 

312.80 
337.36 (-7.85) 
300.11 (4.23) 

NA 
1178.57 
311.17 

FOODS 

26520 
23144.12 (+12.71) 
25099 (5.66) 

29270 
26984.06 (+7.80) 
30042 (-2.57) 

27770 
26138.75 (+5.87) 
24681 (12.53) 

25740 
23699.89 (+7.92) 
24771 (3.91) 

22060 
21722.73 (+1.53) 
27558 (-19.95) 

19700 
18926.04 (+3.93) 
26793 (-26.47) 

21140 
18221.96 (+13.80) 
27698 (-23.68) 

20360 
17029.38 (+16.36) 
24870 (-18.13) 

20190 
16402.25 (+18.76) 
22333 (-9.60) 

18600 
16828.83 (+9.52) 
24118 (-22.88) 

17250 
16698.47 (+3.20) 
24312 (-29.05) 

16410 
15393.34 (+6.20) 
23327 (-29.65) 

1 

out o f  sample 

REER 

63.08 
61.80 (+1.85) 
62.08 (1.61) 

62.17 
61.05 (+1.63) 
61.62 (0.89) 

62.52 
59.26 (+5.06) 
60.74 (2.93) 

62.48 
58.16 (+6.96) 
61.30 (1.92) 

62.21 
57.27 (+7.45) 
60.48 (2.86) 

62.91 
56.54 (+10.13) 
61.43 (2.41) 

63.43 
55.22 (+12.94) 
61.45 (3.22) 

63.00 
54.41 (+13.63) 
62.22 (1.25) 

63.52 
53.75 (+15.38) 
61.50 (3.28) 

63.18 
53.01 (+16.10) 
60.64 (4.19) 

64.86 
52.13 (+21.48) 
61.25 (5.89) 

NA 
50.93 
60.51 

Multivariate 

Wl'I 

302.80 
2!)9.49(+1.52) 
301.83 (0.32) 

304.70 
209.28 (+1.94) 
301.63 (1.02) 

305.90 
303.33 (+1.00) 
301.25 (1.54) 

311.90 
306.17 (+2.27) 
301.99 (3.28) 

314.40 
307.10 (+2.23) 
304.07 (3.40) 

316.80 
308.44 (+2.67) 
303.04 (4.54) 

3 17.50 
307.70 (+3.09) 
303.87 (4.49) 

31 9.00 
304.59 (+4.32) 
305.44 (4.44) 

320.1 0 
302.37 (+5.54) 
306.14 (4.56) 

3 19.80 
301.94 (+5.58) 
307.69 (3.94) 

32 1.40 
209.75 (+6.74) 
306.22 (4.96) 

370.70 
208.49 (+6 93) 
305.59 (3.94) 

- 
obs 

1996.04 
VECM 
A N N  

1996.05 
VECM 
ANN 

1996.06 
VECM 
ANN 

1996.07 
VECM 
ANN 

1996.08 
VECM 
ANN 

1996.09 
VECM 
ANN 

1996.10 
VECM 
ANN 

1996.11 
VECM 
ANN 

1996.12 
VECM 
ANN 

1997.01 
VECM 
ANN 

1997.02 
VECM 
ANN 

1917.03 
VECM 
ANN 

4 
612381 
606177 (+1.02) 
613964 (-0.26) 

618365 
61 2024 (+1.03) 
617813 (0.09) 

624069 
612879 (+1.66) 
625584 (-0.24) 

626506 
617737 (+1.25) 
625990 (0.08) 

632561 
626343 (+0.70) 
655282 (-3.47) 

642256 
638471 (+0.15) 
657736 (2.35) 

646649 
648723 (-0.76) 
655147 (-1.30) 

653621 
656364 (-0.42) 
656597 (-0.45) 

658045 
663809 (-0.86) 
665992 (-1.19) 

670646 
671220 (-0.09) 
670393 (0.04) 

678359 
682456 (-1.08) 
704848 (-3.76) 

698056 
701168 (-0.45) 
693521 (0.65) 



6. Impulses and Policy Implications 

In our scheme of analysis, IIP and foodgrain stocks are outside 
the control of the monetary authorities. The remaining explana- 
tory variables are broad money and real effective exchange rate 
which may be treated as policy variables. Whether the au thori- 
ties have full control over them is an issue which is not the fo- 
cus of discussion here. Again adjusting money supply and/or 
real effective exchange rate depends on the perception about the 
level of equilibrium. In order to arrive at an equilibrium on an 
ex ante basis, the policy makers should have a fairly accurate 
idea about the demand for domestic money as well as foreign 
exchange. The latter is considered as one of the major determi- 
nants of the exchange rate. The factors influencing the demand 
for money and exchange rate are beyond the scope of this study 

A caveat is probably necessary as regards equilibrium. In ex post 
sense, the market is always in equilibrium. Theoretically, equilib- 
rium could be obtained by changes in several equilibrating vari- 
ables which may be price level or interest rate or exchange rate 
or such other variables depending on the behavioural situations. 
It would, however, be ideal if equilibrium is consistent with the 
broad policy objectives set out on an a priori basis. 

Keeping in view the objective of price stability as the core of 
monetary policy, we simulated our ANN model by giving four 
types of shocks at two different points of time and studied their 
impact on the price level. First, shock is given in terms of broad 
money and its impulse on prices is studied. Secondly, the im- 
pulse on prices is studied by giving shock to REER only Thirdly, 
a combination of shocks, namely, an increase in money supply 
and a rise in REER is visualised and the resultant impulses on 
prices are examined. Fourthly, the impact of a combined shock 
of increase in M, and fall in REER is also studied. 



The third and fourth types of shocks need some elaboration. 
Cetcris paribus, an increase in M, tends to raise domestic prices. 
Unless the prices of major trading partners rise in proportion, 
the price differential between domestic and overseas markets 
would tend to widen. In such a situation, if the nominal ex- 
change rate is not adjusted downward in proportion to the price 
differential, the real effective exchange rate would tend to appre- 
cia te. When capital inflow is more than the current account defi- 
cit, the market forces would improve the supply of foreign ex- 
change and thereby prevent depreciation of domes tic currency 
Hence, a combination of rise in M, and appreciation of REER 
would be a realistic situation whose impact needs to be s ld ied .  
However, an increase in M, could also be combined with a fall 
in REER, on the following rationale. Consider a situation where 
there is no capital inflow in excess of external current account 
deficit. Assume also a relative increase in money supply. The 
price differential then may widen, bringing about a concurrent 
downward adjustment of NEER. If a free fall of the NEER is al- 
lowed, there could be over correction leading to a fall in REER. 

The two points of impulse in April 1993 and April 1994 have 
been chosen essentially for purposes of convenience. The first 
point of shock leaves 35 observations ahead during which the 
impact of production cycles on price behaviour could be tracked 
in addition to the monetary shock. The second shock leaves 23 
observations ahead, which is fairly long to observe the short run 
impact of policy changes on the price level. 

Thus, the impact of the following policy shocks given in April 
1993 and in April 1994 are examined: 

(i) k5 per cent shock given to M,; 

(ii) f2.5 per cent shock given to REER; 

(iii) +5 per cent shock to M, combined with +2.5 per cent shock 
given to REER, and 



(iv) + 5 per cent shock. to M, combined with -2.5 per cent 
shock given to REER. 

The impact of f 5% change in money supply shock on WPI, 
given in April 1993, is plotted in Fig. 16. The solid line is the 
estimated model, while the lines represented by dash and dot 
(-.-) and dash (-) are simulated paths of price corresponding to 
+5% and -5% shocks in the money supply, respectively. 

0 10 2 0 30 4 0  
Month 

Figure 1 6  : The rnonthly valucs of variable WPI before and after the im- 
pulse is given in April 1993. The values range from May ,1993 to March 
1996. (i) Observed values bdore the impulse (dotted line), (ii) Model val- 
ues before the impulse (solid line), (is) Predicted values after the impulse 
of -% in M, (dashed line), (iv) Pmdicted valucs after the impulse of + 5% 
in M, [dash-dot line). 

The immediate impact of rise/fall in money supply on the price 
level is rather modest and has a tendency to return close to .the 
model after a period of about 10 months. Thereafter, the oscilla- 
tion in prices remains subdued and reverts to the model at 
about the 24th month. The oscillation of prices that begins once 
again beyond the 24th month is somewhat of a lower magnitude 



which is gradually dampened. Subsequently, the simulated 
prices move in tandem with the model. Barring this oscillation 
which needs explam tion, it is established that increase in money 
supply is associated with rise i n  WPI and vice versa. Prima facie, 
following the monetary shock, the oscillation of prices upto 10 
months looks generally pronounced which, however, tapered off 
gradually. Statistically, we can recall from the pre-analysis of the 
data discussed earlier, that the series on M, was least correlated 
with its 10th lag (~=10). The modest rise in prices immediately 
after the shock could be explained in terms of sudden rise in 
purchasing power in the hands of the people who do not neces- 
sarily spend the entire rise in money income. The notion of 
'buffer stock' holding of money may fit into this situation as the 
likely explanation. Unless higher order of money supply is sus- 
tained, the inflation rate has a tendency to peter out over a pe- 
riod of 2 years. There is high degree of symmetry in the oscilla- 
tion of predicted values around the model which probably offers 
the band within which actual price level is expected to fluctuate. 
However, the observed series of WPI seems to have been out- 
side the band on certain occasions implying the likely impact of 
non-monetary factors influencing the price level. 

The values of WPI before impulse and after impulse 
are shown in Table 16. When a -5% shock was given to M,, the 
predicted prices remained below the model values throughout 
the sample period. The cycle seems to have been weakened after 
24 months. In the case of +5% shock to M,, prices are higher 
than the observed values on 32 occasions out of 35 months. The 
percentage variations over the actual were, however, less severe 
than the earlier case of negative shock. A few instances of actual 
WPI remaining above values corresponding to the positive shock 
implies the influence of non-monetary factors on the prices a s  
mentioned earlier. 



Table 16 
Impulse response on WPI (f 5% monetary shock 

given in April 1993) 

May, 93 
June, 93 

July, 93 
August,  93 
September, 93 
October, 93 
November, 93 
Deccmber, 93 
January, 94 
February, 94 
March, 94 
April, 94 
May, 94 
June, 94 

July, 94 
August, 94 
Scptember, 94 
October, 94 
November, 94 
Deccmber, 94 
January, 95 
February, 95 
March, 95 
April, 95 
May, 95 
June, 95 

July, 95 
August,  95 
Scytember, 95 
Octobcr, 95 
Novcmber, 93 
December, 95 
January, 96 
February, 96 
March, 96 

Model WPI 
before 

impulse  

236.90 
239.58 
242.31 
244.66 
246.35 
248.11 
249.68 
251.39 
253.21 
255.28 
257.16 
259.45 
26 1.93 
264.74 
267.64 
270.55 
273.1 2 
275.58 
277.75 
279.74 
281.84 
283.56 
285.11 
286.66 
288.45 
290.32 
292.21 
294.11 
295.96 
297.78 
299.44 
300.89 
302.15 
303.25 
304.31 

- 

Predicted WPI 
after -5% 
M, shock 

236.61 
238.66 
240.60 
242.16 
243.38 
244.82 
246.14 
247.91 
249.89 
252.18 
255.02 
257.51 
259.76 
262.09 
264.58 
267.23 
269.70 
272.46 
275.12 
277.74 
279.72 
281.98 
284.15 
286.13 
287.84 
289.37 
290.94 
292.27 
293.78 
295.41 
297.25 
299.06 
300.74 
302.31 
303.70 

% varia- 
tion 

-0.12 
-0.38 
-0.71 
-1.02 
-1.21 
-1.33 
-1.42 
-1.38 
-1.31 
-1.21 
-0.83 
-0.75 
-0.83 
-1 .OO 
-1.14 
-1.23 
-1.25 
-1.13 
-0.95 
-0.71 
-0.75 
-0.56 
-0.34 
-0.18 
-0.21 
-0.33 
-0.43 
-0.63 
-0.74 
-0.80 
-0.73 
-0.61 
-0.47 
-0.31 
-0.20 

Predicted WPI 
after +5% 
M, shock 

237.19 
240.48 
243.99 
247.09 
249.22 
251.25 
253.02 
254.58 
256.19 
258.03 
258.93 
260.97 
263.59 
266.76 
269.94 
273.01 
275.60 
277.75 
279.46 
280.92 
283.21 
284.46 
285.45 
286.59 
288.44 
290.58 
292.74 
295.15 
297.31 
299.31 
300.79 
301.92 
302.79 
303.47 
304.21 

%varia- 
t ion  

0.12 
0.38 
0.69 
0.99 
1.17 
1.27 
1.34 
1.27 
1.18 
1.08 
0.69 
0.59 
0.63 
0.76 
0.86 
0.91 
0.91 
0.79 
0.62 
0.42 
0.49 
0.32 
0.12 
-0.02 
-0.00 
0.09 
0.18 
0.35 
0.46 
0.51 
0.45 
0.34 
0.21 
0.07 
-0.03 



The money shocks given in April 1994 depict, more or less, simi- 
lar osallations (Fig. 17). A cycle of a little over 10 months in the 
price behaviour is observed in this case (Table 17). There are, 
however, a few noticeable differences between these two shocks. 
In the first case, the immediate impact of the monetary shock 
given in April 1994 was rather more pronounced compared to 
the same given in April 1993. As the money supply was already 
high due to capital inflows, adjustment on either side indicates 
noticeable difference in the prices. However, the prices con- 
verged to the model after a period of about 10 months and 
thereafter the next oscillation started. Secondly the oscillation in 
prices in the second spell was relatively more modest compared 
to the previous shock. Thirdly, the actual price level which was 
occasionally outside the lower band in the first spell of oscilla- 
tion, moved within the band in the second spell. Fourthly, the 
second convergence seems to have been achieved at the 19th 
month, which roughly coincides with the 10-month cycle, at 
which the impact of shock might have petered out. 

2 6 0 k s , .  , I , ,  . . I . ,  , , 3 , .  , , , , , , , q  
0 5 10 15 20 25 

Month 
Figure 17 : The monthly valucs of variable W 1'1 bcfore and after the impulse i s  
g iven in  April 1994. The values range from May 1994 to March 1996. ( i )  Ob- 
served values before the impulse (dotted line), ( i i )  Model values before the im- 
pulse (solid line), (iii) Predicted values after the impulse of -5% in M, (dashed 
line), (iv) Predicted vaiues after the impulse of + 5% in M, (dash-dot line). 



Table 17 
Impulse response on WPI (f 5% monetary shock 

given in April 1994) 

The second set of indepe~tdent shocks to the extent o f  52.5 per 
cent is given to REER. The outcomes of this shock, given in 
April 1993, are plotted in Fig. 18 which indicate that the imme- 
diate impact of this shock on prices is negligible. Given the low 
degree of openness of the economy, changes in REER may not 

Month/Ycar 

May, 94 

June, 94 

July, 94 
August, 94 

September, 94 

October, 94 

November, 94 

December, 94 

January, 95 

February, 95 

March, 95 

April, 95 

May, 95 

June, 95 

July, 95 
August, 95 

September, 95 

October, 95 

November, 95 

December, 95 

January, 96 

February, 96 

March, 96 

Model WPI 
before 

impulse 

265.21 

268.66 

272.06 

274.90 

277.06 

279.01 

280.54 

28 1.97 

283.76 

285.67 

287.27 

289.07 

290.95 

292.87 

294.37 

295.96 

297.17 

298.31 

299.04 

299.64 

300.55 

301 -21 

301 -93 

Predicted WPI 
after -5% 
M, shock 

264.87 

267.66 

270.27 

272.39 
274.24 

276.12 

277.68 

279.47 

281.62 

283.86 

286.61 

288.79 

290.63 

292.29 

293.60 

295.11 

296.39 

297.90 

299.1 0 

300.27 

300.89 

301.98 

303.23 

% varia- 
tion 

-0.13 

-0.37 

-0.66 
-0.91 

-1.02 

-1.04 

-1.02 

-0.89 

-0.75 

-0.63 

-0.23 

-0.10 

-0.11 

-0 -20 

-0 -26 

-0.29 

-0.26 

-0.14 

0.02 

0.21 

0.11 

0.26 

0.44 

Predicted WPI 
after +5% 
M, shock 

265.55 

269.65 
273.85 

277.38 
279.85 

281.85 

283.34 

284.38 

285.81 

287.41 

287.87 

289.29 

291.18 

293.35 

295.04 

296.69 

297.83 

298.59 

298.85 

298.90 

300.10 

300.39 

300.67 

Sbvaria- 
tion 

0.1 3 

0.37 

0.66 

0.90 
1.01 

1.02 

1.00 

0.85 

0.72 

0.61 

0.21 

0.08 

0.08 

0.16 

0.23 

0.25 

0.22 

0.09 

-0.06 

-0.25 

-0.15 

-0.27 

-0.42 



immediately affect the Wholesale Price Index to a noticeable ex- 
tent. However, the price level is noticeably affected from the 
10th month and the impact is gradually accelerated thereafter 
(Table 18). A downward adjustment of REER, which is inter- 
preted as implied devaluation, ultimately turns out to be infla- 
tionary and vice versa. Changes in REER seems to have affected 
the price level after a time lag. Since depreciation and/or appre- 
ciation of REER affect the cost structure of the economy, the 
impact of the shock persisists. 

Figure 18 :The monthly values of variable tVPI before and after the irn- 
pulse is given in April 1993. The valucs range from May 1993 to March 
1996. (i) Observed values before the impulse (dotted line), (ii) Model val- 
ues before the impulse (solid line), (iii) Predicted values after thc impulse 
of -2.5% in REER (dashed line), (iv) Predicted valucs after t l ~ e  impulsc of 
+2.5% in REER (dash-dot line). 
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Table 18 
Impulse response on WPI (+2.5% REER shock 

given in April 1993) 

Month/Year 

May, 93 
June, 93 
July, 93 
August, 93 
September, 93 
October, 93 
November, 93 
December, 93 
January, 94 
February, 94 
March, 94 
April, 94 
May, 94 
June, 94 
July, 94 
August, 94 
September, 94 
October, 94 
November, 94 
December, 94 
January, 95 
February, 9 5  
March, 95 
April, 95 
May, 95 
June, 95 
July, 95 
August, 95 
Scptcmber, 95 
October, 95 
Novcmbcr, 95 
December, 95 
January, 96 
February, 96 
March, 96 

-- 

Model WPI 
before 

impulse 

236.90 
239.58 
242.31 
244.66 
246.35 
248.11 
249.68 
251 -39 
253.21 
255.28 
257.16 
259.45 
261.93 
264.74 
267.64 
270.55 
273.12 
275.58 
277.75 
279.74 
281.84 
283.56 
285.11 
286.66 
288.45 
290.32 
292.21 
294.11 
295.96 
297.78 
299.41 
300.89 
302.15 
303.25 
301.31 

-- 

Predicted WPI 
after -2.5% 
REER shock 

236.93 
239.61 
242.33 
244.65 
246.33 
248.09 
249.67 
251.42 
253.29 
255.41 
257.35 
259.67 
262.1 8 
265.00 
267.92 
270.87 
273.49 
276.02 
278.26 
280.31 
282.47 
284.25 
285.86 
287.47 
289.31 
291.24 
293.19 
295.15 
297.06 
298.93 
300.64 
302.14 
303.44 
304.58 
305.67 

% varia- 
tion 

0.01 
0.01 
0.01 
-0.00 
-0.01 
-0.01 
-0.00 
0.01 
0.03 
0.05 
0.07 
0.08 
0.10 
0.10 
0.10 
0.12 
0.14 
0.16 
0.18 
0.20 
0.22 
0.24 
0.26 
0.28 
0.30 
0.32 
0.34 
0.35 
0.37 
0.39 
0.40 
0.42 
0.43 
0.44 
0.45 

Predicted WPI 
after +2.5% 
XEER shock 

236.87 
239.54 
242.28 
244.66 
246.36 
248.11 
249.67 
251.32 
253.09 
255.11 
256.93 
259.18 
261.64 
264.43 
267.29 
270.16 
272.68 
275.08 
277.18 
279.11 
281.15 
282.81 
284.31 
285.80 
287.52 
289.33 
291.16 
293.00 
294.80 
296.57 
298.17 
299.58 
300.79 
301.86 
302.89 

%varia- 
tion 

-0.01 
-0.02 
-0.01 
0.00 
0.00 
0.00 
-0.00 
-0.03 
-0.05 
-0.07 
-0.09 
-0.10 
-0.11 
-0.12 
-0.13 
-0.14 
-0.16 
-0.18 
-0.21 
4-23 
-0.24 
-0.26 
-0.28 
-0.30 
-0.32 
-0.34 
-0.36 
-0.38 
-0.39 
-0.41 
-0.42 
-0.44 
-0.45 
4.46 
-0.47 



The price behaviour in response to the shock given to the ex- 
change rate in April 1994 depicts, more or less, a similar pattern 
(Figure 19, Table 19). The impact, in this case, seems to have 
become more pronounced relatively more quickly than in the 
case of the previous shock. 

- - - - - - - - - - - - - 
- - - - 
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Figure 19 : Thc monthly values of variable WPI before and after the im- 
pulse is given in April 1994. Thc valucs range from May 1994 to March 
1996. (i) Obscrved values before the impulse (dotted line), (ii) Model val- 
ues before the impulse (solid line), Gii) Pwdided values after the impulse 
of -2.5% Zn REER (dashed linc), (iv) P~edictcd values after the impulse of 
+25% in REER (dash-dot linc). 



Table 19 
Impulse response on WPI (+2.5% REER shock 

given in April 1994) 

As observed in  the previous paragraphs, a n  increase in money 
supply tends to be inflationary while a n  appreciation of REER 
would be deflationary. A policy shock, which combines a 5 per 
cent increase in money supply and a 2.5 per cent appreciation of 
REER should, going by the above logic, have counteracting ef- 
fects on  prices. 111 other words, a rise in M, would increase the 

Month/Year 

May, 94 

June, 94 

July, 94 

August, 94 

September, 94 

October, 94 

November, 94 

December, 94 

January, 95 

February, 95 

March, 95 

April, 95 

May, 95 

June, 95 

July, 95 

August, 95 

September, 95 

October, 95 

November, 95 

December, 95 

January, 96 

February, 96 

March, 96 

Model WPI 
before 

impulse 

265.21 

268.66 

272.06 

274.90 

277.06 

279.01 

280.54 

281.97 

283.76 

285.67 

287.27 

289.07 

290.95 

292.87 

294.37 

295.96 

297.1 7 

298.31 

299.04 

299.64 

300.55 

301.21 

301.93 

Predicted WPI 
after -2.5% 

REER shock 

265.25 

268.74 

272.22 

275.13 

277.38 

279.42 

281.05 

282.56 

284.41 

286.38 

288.05 

289.92 

291.85 

293.84 

295.41 

297.06 

298.35 

299.54 

300.33 

300.97 

301.94 

302.65 

303.45 

% varia- 
tion 

0.02 

0.03 

0.06 

0.08 

0.1 2 

0.15 

0.18 

0.21 

0.23 

0.25 

0.27 

0.29 

0.31 

0.33 

0.35 

0.37 

0.40 

0.41 

0.43 

0.44 

0.46 

0.48 

0.50 

Predicted WPI 
after +2.5% 
REER shock 

265.18 

268.58 

271.90 

274.66 

276.72 

278.58 

280.02 

281 -37 

283.09 

284.94 

286.48 

288.22 

290.03 

291.89 

293.32 

294.84 

295.98 

297.06 

297.73 

298.30 

299.15 

299.74 

300.40 

%varia- 
tion 

-0.01 

-0.03 

-0.06 

-0.09 

-0.12 

-0.15 

-0.19 

-0.21 

-0.24 

-0.26 

-0.27 

-0.29 

-0.32 

-0.33 

-0.36 

-0.38 

-0.40 

-0.42 

-0.44 

-0.45 

-0.47 

-0.49 

-0.51 



price level while an REER appreciation would have a sobering 
effect on it. Both the opposing forces may thus be embedded in 
the price level. The outcomes of such a shock given in April 
1993 have been plotted in Figure 20. It is evident from the graph 
that the combined sllock has been found to be inflationary up to 
the 22nd month. If we compare, Table 20 with Table 17, we find 
that the impact of the combined shock on prices is somewhat 
lower than that of a single shock of +5% given to M,. The lower 
impact on prices under the combined shock is attributed to the 
impact of the appreciation of REER, as expected. Further, as 
mentioned earlier, the impact of monetary shocks tapers off 
whereas that of REER accelerates. Therefore, it is possible for the 
combined effect to turn negative, once the monetary impact gets 
weakened. In fact, the combined effect was generally negative 
from the 23rd month. 

Month 

Figure 20 : The monthly valucs of variable WPI bcfore and after the irn- 
pulse is given in April 1993. The values range from May 1993 to March 
1996. (i) Observed values before the impulse (dotted line), (ii) Model val- 
ues before the impulse (solid line), (iii) Predicted values after the com- 
bined impulse of +5% in M, and +2.5% in REER (dashed line). 



Table 20 
Impulse response on WPI (combined shock of + 5% on M, 

and +2.5% on REER given in April 1993) 

Month/Year 

May, 93 
June, 93 

July, 93 
August,  93 
September, 93 
October, 93 
November, 93 
December, 93 
January, 9 4  
February, 94 
March, 94 
April, 94 
May, 9 4  
June, 94 

July, 94 
August,  94 
September, 94 
October, 94 
November, 94 
December, 94 
January, 95 
February, 95 
March, 95 
April, 95 
May, 95 
June, 95 

July, 95 
August,  95 
Scptcmber, 9 5  
October, 95 
November, 95 
December, 95 
january, 96 
February, 96 
March, 96 

Model WPI 
before impulse 

236.90 
239.58 
242.31 
244.66 
246.35 
248.11 
249.68 
251.39 
253.21 
255.28 
257.16 
259.45 
261.93 
264.74 
267.64 
270.55 
273.12 
275.58 
277.75 
279.74 
281 -84 
283.56 
285.11 
286.66 
288.45 
290.32 
292.21 
294.1 1 
295.96 
297.78 
299.44 
300.89 
302.15 
303.25 
304.31 

Predicted Values 
after impulse 

237.15 
240.45 
243.96 
247.09 
249.22 
251.23 
252.96 
254.46 
255.99 
257.76 
258.60 
260.58 
263.16 
266.31 
269.46 
272.48 
275.01 
277.10 
278.75 
280.16 
282.40 
283.58 
284.52 
285.61 
287.40 
289.48 
291.58 
293.92 
296.02 
297.96 
299.39 
300.49 
301.33 
301.98 
302.69 

% variation 

0.11 
0.36 
0.68 
0.99 
1.17 
1.26 
1.31 
1.22 
1.10 
0.97 
0.56 
0.44 
0.47 
0.59 
0.68 
0.71 
0.69 
0.55 
0.36 
0.15 
0.20 
0.01 
-0.21 
-0.37 
-0.36 
-0.29 
-0.22 
-0.06 
0.02 
0.06 
-0.02 
-0.13 
-0.27 
-0.42 
-0.53 



The impact on prices was, by and large, similar when an identi- 
cal combined shock was given in April 1994. For about first 10 
months, the net effect was inflationary (Figure 21, Table 21). 
Thereafter, the simulated price level was below the model im- 
plying the weakening of the monetary impact on prices undrer 
the weight of the growing impact of exchange rate appreciation. 

" ~ ' 1 " " 1 ' ~ ~ ~ " ' ~ ~ ' ~ ~ ~ ~  
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Figure 21 : The monthly values of variable WPI before and after the im- 
pulse is given in April 1994. The values range from May 1994 to March 
1996. (i) Observed values bcfore the impulse (dotted line), (ii) Model val- 
ues bcfore the impulsc (solid line), (iii) Predicted values after the com- 
bined impulsc of + 5% in M, and +2.5% in REER (dashed line). 



Table 21 
Impulse response on WPI (combined shock of 4.5% on M' 

and +2.5% on REER given in April 1994) 
- - -  

Finally, a policy shock which combines an increase in money 
supply and fall in REER could be expected to be highly infla- 
tionary. This has been shown in Figures 22 and 23 and Tables 22 
and 23. The predicted values after the shock remained above the 
model throughout the sample period both when the shock was 
administered in April 1993 and in April 1994. 

Month/Year 

May, 94 
June, 94 
July, 94 
August, 94 
September, 94 
October, 94 
November, 94 
December, 94 
January, 95 
February, 95 
March, 95 
April, 95 
May, 95 
June, 95 

July, 95 
August, 95 
September, 95 

October, 95 
November, 95 

I 

/ 95 
&=iq7, 96 
Fe%ruaq, 96 
March, 96 

Mob& WWPZ 
before impulse 

265.22 
268.66 
272.06 
274.90 
277.06 
279.01 
280.54 
281.97 
283.76 
285.67 
287.27 
289.07 
290.95 
292.87 
294.37 
295.96 
29-7-17 
298.3 3 

299.04 
299.64 

300.55 

301.21 
I 

! 301.93 

i 

Predicted Values 
after impulse 

265.51 
269.57 
273.68 
277.12 
279.49 
281.39 
282.78 
283.75 
285.11 
286.66 
287.06 
288.42 
290.24 

29234 
293.9'5 
295.53 
296.60 

b 297.30 

I 297.51 
297.52 

298.67 
298.90 
299.12 

% variation 

0.11 
0.34 
0.60 
0.81 
0.88 
0.85 
0.80 
0.63 
0.48 
0.35 
-0.07 
-922 

I -0.24 
I -0.18 
t -0.14 

-0.15 
-0.19 

-0.34 
-0.51 
-0.71 
-0.63 
-0.77 
-0.93 



Table 22 
Impulse response on WPI (combined shock of + 5% on M, 

and -2.5% on REER given in April 1993) 

, 

Month/Ycar 

May, 93 
June, 93 
July, 93 
August, 93 
September, 93 
October, 93 
November, 93 
December, 93 
January, 94 
February, 94 
March, 94 
April, 94 
May, 94 
June, 94 
July, 94 
August, 94 
September, 94 
October, 94 
November, 94 
December, 94 
January, 95 
February, 95 
March, 95 
April, 95 
May, 95 
June, 95 
July, 95 
August, 95 
September, 95 
October, 95 
November, 95 
December, 95 
January, 96 
February, 96 1 

March, 96 

Model WPI 
before impulse 

236.90 
239.58 
242.31 
244.66 
246.35 
248.11 
249.68 
251.39 
253.21 
255.28 
257.16 
259.45 
261.93 
264.74 
267.64 
270.55 
273.12 
275.58 
277.75 
279.74 
281.84 
283.56 
285.11 
286.66 
288.45 
290.32 
292.21 
294.11 
295.96 
297.78 
299.44 
300.89 
302.15 
303.25 
304.31 

Predicted Values 
, after impulse 

237.22 
240.51 
244.00 
247.08 
249.20 
251.25 
253.06 
254.68 
256.35 
258.25 
259.23 
261 -30 
253.96 
267.76 
270.38 
273.49 
276.14 
278.35 
280.12 
281 -63 
283.98 
285.28 
286.32 
287.52 
289.43 
291.63 
293.86 
296.33 
298.55 
300.60 
302.14 
303.31 
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Figure 23 : Thc monthly valucs of variable WPI bcfore and after the impulse is 
given in April 1994. The valucs range from May 1994 to hlnrch 1996. (i) Ob- 
served values before the impulse (dotted line), (ii) Model values before the im- 
pulse (solid line), (iii) Predicted values after the combined impulse of +5% in M, 
and -2.5% in REEK (clashed line). 
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Figure 22 : The monthly values of variable WI'1 bcfore and after the impulse is 
given in April 1993. The values range from May 1993 to March 1996. (i) Ob- 
served values before the impulse (dotted line), (ii) Model values before the im- 
pulse (solid line), (iii) Predicted valucs after the combined impulse of +5% in M, 
and -2.5% in REER (tlashcd linc). 



Table 23 
Impulse response on WPI (combined shock of +5% on M, 

and -2.5% on REER given in April 1994) 

The foregoing exercises give rise to a number of questions: 
Whether independent shocks alone can explain inflation dynam- 
ics in India? Whether a rise in REER can bring about a fall in 
prices and vice versa? What kind of combined policy shock the 
policy makers would have to avoid? 
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Increase in money supply would have no doubt raised the price 
level as evident from the money supply shock discussed earlier. 
This warrants a matching fall in nominal effective exchange rate 
so as to keep the real effective exchange rate stable. The factors 
preventing a downward adjustment of the nominal effective ex- 
change rate might have resulted in an appreciation of the real 
effective exchange rate. However, the correction of real effective 
exchange rate beyond this point could be costly for the economy 
in two ways. First of all, increase in money supply may raise 
the general price level, thereby eroding export competitiveness 
and secondly, imports may be highly costly adding to the price 
increase. 

Shock given to REER established the fact that depreciation of 
REER would be inflationary while its appreciation would be 
deflationary although REER changes affect prices after a time 
lag. In view of this, a stable REER would be consistent with the 
objective of price stability. 

Since realised inflation is a product of several factors, individual 
shocks may not adequately explain the price behaviour in the 
economy. In case of combined shocks, prices were found to be 
adjusting almost concurrently, irrespective of the developments 
in the real sector. The combined shock essentially represents an 
area of interest for monetary authorities. Purchase of foreign cur- 
rency from the market by the central bank leads to increase in 
reserve money which may have adverse repercussions on do- 
mestic prices, which in turn may require adjustment of exchange 
rate. Inflow of capital, inter alia, may prevent the depreciation of 
NEER for a while despite inflation differential between the do- 
mestic ecoilomy and the major trading partners. However, in the 
long run, the purchasing power parity would hold good. There- 
fore, it is not prudent to expand M, under the notion that appre- 
ciation of REER may have sobering effect on the prices. 



The authorities need to be particularly vigilant to avoid a situa- 
tion of expansionary M, combined with depreciation of REER. 
Such a combination is highly inflationary. However, within the 
objective of price stability, there exists a case for intervention up 
to a limit set by equilibrium rate of real exchange rate. The ex- 
change rate adjustment beyond the said limit would tend to be 
inflationary as evidenced by the simulation results. It is, how- 
ever, better to keep money supply under check so as to control 
price increases. Nevertheless, the domestic currency may still 
appreciate on account of large inflows of capital. In view of this, 
there is a need for greater coordination of monetary policy and 
exchange rate policy. If, in addition, fiscal restraint is rendered 
effective, the monetary authority would be in a better position to 
stabilise the exchange rate through intervention without facing 
severe policy conflict between the exchange rate stability and the 
price stability. Ultimately it is the price stability that imparts 
stability to the exchange rate. 



7, Summary and Conclusions 

The basic objective of this study was to apply ANN methodol- 
ogy to construct dynamic models for m a c r o e t m o ~ c  variables 
and compare ' the results with the conventional approaches. The 
essential feature of ANN technique is that the model is gener- 
ated from the data and requires weak assumptions. Further, the 
method is not restricted to modelling linear systems alone. Actu- 
ally even chaotic deterministic dynamics have been successfully 
modelled using the ANN approach. In this work, we have used 
monthly data of five variables - M,, WPI, REER, IIP and FOODS 
for the period April 1975 to March 1996. 

The time series data was pre-analysed in order to characterize 
the dynamics which generated the series. This analysis provided 
us with the values of time lag-r and the embedding dimension 
d .  These parameters also enabled us to partially decide on the 
network architecture. Following this analysis, different studies 
were carried out. We first discuss univariate models. In this case 
we adopted a two step approach. In the first step, a model was 
constructed to describe the overall trend for each of the five eco- 
nomic time series. We found that the overall trends are well c a p  
tured by the models. The second step models the residuals and 
we use the error corrected ANN models to make out of sample 
predictions. These predictions are compared with the conven- 
tional Box-Jenkins (BJ) (ARMA) models. The predictions for M,, 
WPI (CPI) and REER are comparable in the two methods. The 
BJ model is better for the FOODS data. 

Thus, so far as short term forecasts are concerned the conven- 
tional univariate BJ approach appears to be very satisfactory. It 
should be stressed, however, that conventional (BJ) approach 
does not generate a model for the overall dynamics. It essen- 
tially bypasses this question by considering suitable differences 
in the data. 



We also carried out a number of multivariate studies having dif- 
ferent objectives. An obvious one is to find non-linear relations 
between the variables. We find two such relations which are 
nonlinear in nature. 

A second set of calculations consisted of constructing 
mu1 tivariate dynamic models for the trends. These models also 
reproduce the overall dynamic features well. Further, we mod- 
elled the residuals by evaluating the cross correlations between 
the variables and including the significant ones in the ANN 
framework. Out of sample forecasts with error correction were 
made and compared with the conventional multivariate regres- 
sion analysis including the cointegra ting rela tion. With the ANN 
approach, the short term predictions are somewhat better or 
comparable to those with VECM for M,, WPI and IIP. ANN 
gives better predictions for REER whereas for FOODS the con- 
ventional VECM approach gives better results. 

A third set of studies in the multivariate ANN framework in- 
volved giving impulses to M, and REER and following their in- 
fluence in time. These results are discussed at length in Section 
6. Clearly these have immense value in terms of policy implica- 
tions. The dynamics of inflation in India is adequately explained 
in terms of monetary factor. It is further borne out from the 
simulation exercise that the tempo of price changes dampens 
over time with a single dose of money supply shock. In other 
words, inflationary pressure cannot continue in the system in- 
definitely unless money supply is sustained at a higher level. 
Moreover, there is a need for correction of nominal exchange 
rate so as to keep the real effective exchange rate stable depend- 
ing on inflation differential between the home country and the 
major trading partner. However, overcorrection was found to be 
harmful for the economy. Hence, coordination of monetary 
policy with exchange rate policies is necessary in the liberalised 
environment. It sho~tld be pointed out that only a fully dynamic 
model can carry OLI t such studies. The traditional time series 



methods (VECM) are not useful for this purpose. 

From our studies we have learnt that if the time series data is 
essentially linear then for the purpose of short term forecasts the 
usual BJ approach is very good and hence adequate. If the series 
has dominant noidinear Character then the BJ or VECM approach 
will not yield good results whereas the ANN would. However, 
for studying dynamics of the economic system, the ANN ap- 
proach is the best data based methodology available and needs 
to be used along with appropriate economic theory. 



Appendix I 

Measures of Inflation in India 

Inflation is one of the crucial macroeconomic indicators and an 
appropriate measurement of it is vital. In India, variations in the 
average price level are measured by three sets of indices, 
namely, (a) Wholesale Prince Index (WPI), (b) Implicit National 
Incorne Deflator, and (c) Consumer Price Indices (CPIs). There 
are differences in the compilation procedure, commodity cover- 
age, weighting pa t tern, interval of release of data and geographi- 
cal representation for each series. The use of each index number 
is of ten purpose-specific, 

(a) The WPI is most frequently used to measure the overall in- 
flation rate for all con~modities and also for major groups, 
sub-groups and individual commodities. The WPI series is 
regularly compiled and published by the Office of the Eco- 
nomic Adviser, Ministry of Industry on a weekly basis since 
1942. The base year of WPI is revised generally at an inter- 
val of a decade after due consideration of all aspects by 
Technical Cominittees/Working Groups. The base year for 
WPI has been revised on four occasions in 1952-53, 1961-62, 
1970-71 and in 1981-82. Weights are assigned to the corn- 
modities/sub-groups/major groups on the basis of khe val- 
ues of wholesale transactions at the time of changing the 
base year which remains valid till the next revision of the 
base year is made. The scope, coverage and weighting pat- 
tern, etc., of the current series (Base: 1981-82=100) are based 
on the recommendations of the Working Group headed by 
Dr. C. Rangarajan. The new series has significantly enlarged 
its coverage by including 447 distinct items as against 360 
items in the 1970-71 series. The number of price quotations 
has also been increased to 2,371 in the new series. Compila- 
tion is continued to be done by using Laspeyre's Index, i.e., 
weighted average of price relatives (current price divided 



by base year's price) with base year's quantity as fixed 
weight. As the base year 1981-82 of the current series of 
WPI has become considerably old, the Government has ap- 
pointed a Committee to initiate detailed exercise for the 
change of the base year, 

(b) Unlike WPI, which captures the weekly rhythm of price 
changes, the implicit national income deflator is an annual 
series compiled by the Central Statistical Organisa tion (CSO) 
which is a ratio of GDP at current prices to GDP at con- 
stant prices. As it embraces all economic activities, the 
scope and coverage of the WPI cannot match with the na- 
tional income deflator. In case of national income deflator, 
the relative shares (value added) of each sector (including 
services) of the economy in the GDP are implied weights 
which are significantly different from those assigned to each 
group in WPI. However, if the national income compilation 
is inadequate or weak, the GDP deflator would not be a 
suitable measure. 

(c) The basic purpose of a consumer price index is to measure 
the changes in the level of retail prices of selected goods 
and services on which generally a homogeneous group of 
consumers spend major part of their income. The economic 
and social structure in India is so vast and differentiated 
that no single measure of consumer price index can even 
remotely depict the cost of living index of all classes. In 
India, therefore, three separate consumer price indices are 
computed for (i) industrial workers, (ii) urban non-manual 
employees, and (iii) agricultural labourers. The weighting 
patterns for all the series are broadly based on the results of 
the respective family budget surveys conducted from time 
to time. Unlike WPI, the CPI for Industrial Workers and for 
Urban Non-Manual Employees are compiled initially for 
selected industrial or urban centres and for agricultural la- 



bourers at the state level. They are aggregated to the all-In- 
dia index as a weighted. average of respective centre-wise or 
state-wise indices. Laspeyre's formula is used for the corn- 
pila tion of each index. 

The CPI for Industrial Workers (CPI-IW) is compiled and pub- 
lished in every month by the Labour Bureau, Ministry of La- 
bour, since 1950-51. The base year for CPI-IW has been revised 
on two occasions in 1960 and in 1982. The current series (Base: 
1982 = 100) includes 260 items covering 70 selected industrial 
centres. The CPI for the Urban Non-Manual Employees (CPI- 
UNME) which depicts the changes of average retail prices of 
goods and services consumed by families having non-manual 
occupations in the non-agricultural sector, has been compiled by 
CSO since 1960. The base year is revised only once in 1984-85 
on the basis of family living survey conducted during 1982-83 
covering 59 selected centres. 

The CPI for agricultural labourers (CPI-AL), which depicts the 
cost of living index of agricultural labourers at the state level 
has been compiled by the Labour Bureauf Ministry of Labour on 
a monthly basis since 1960-61. The base year has been changed 
only once from 1960-61 = 100 to 1986-87 = 100. One of the im- 
portant uses of CPI-AL is the fixation as well as revision of the 
minimum wages for agricultural labour. 



Appendix I1 

Characterization of Time Series Data 

As emphasized earlier, before modelling the time series, it is 
necesary to ascertain the nature of the series through preliminary 
analysis. It also helps to partially decide the architecture of the 
network, if one is using artificial neural network framework for 
modelling. In general, it is worth examining the four plots viz., 
(i) Auto-correlation function, (ii) Average mutual information 
viz., time lag, (iii) Number of nearest false neighbours vs. di- 
mension, and (iv) DVS plot. In combination, they give fairly 
good idea about the qualitative nature of the series. We illustrate 
their usage by applying them to monthly time series of REER. 

Figure 1 shows the auto-correlation function of the REER series. 
The fact that the auto-correlation function falls very slowly indi- 
cates that the coherence time is long and the generating process 
underlying the series is most likely deterministic. 

Figure 1 
Auto-correlation Function for REER 
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We next study in Figure 2 the average mutual information as a 
function of time lag. The quantity of average mutual informa- 
tion, as stated in the text, is a nonlinear version of auto-correla- 
tion and hence does take into account nonlinear correlations. The 
plot again shows slow fall. As per our criterion the time lag z 
corresponds to first minimum in the plot. It may be noted here 
that the minimum is quite shallow. However, this situation is 
typical of all time series which have long coherence time. 

Figure 2 
Average Mutual Information Plot for REER 
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Using the time delay T, our  next objective is to determine the 
dimension d of the embedding space in which the original dy- 
namics in phase space is reconstructed. Using the method of 
delay we first obtain the embedding space of different dimen- 
sion and then evaluate the number of false nearest neighbours 



as we go from one dimension to the next. This is shown in Fig- 
ure 3. The value of dimension at which the number of false 
nearest neighbours is zero or minimum is the appropriate value 
of embedding dimension d. 

weak nonlinearity. 

Figure 3 
Plot of False Nearest Ntighbours for REER 
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In Figure 4 we show the DVS plot in which the mean absolute 
error in the out-of-sample set is given as a function of number 
of nearest neighbours used for fitting the training set with linear 
predictor model. In DVS plot, the region of small neighbourhood 
is considered as deterministic and that of large neighbourhood is 
considered as stochastic. If the error increases as number of 
neighbours increases, the generating process is considered as 
nonlinear. If it decreases, then it is linear. The interpretation de- 
pends both on the nature of plot as well as on where the point 
of smallest error lies. The plot in Figure 4 clearly indicates that 
the generating process is low-dimensional deterministic with 

l " " l l . ' l l ~ l l l .  

7 

- 
- 

- 

\ - 
- 
- 



Figure 4 
DVS Plot for REER (d=3, T=l, tau=lO) 
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Appendix I11 

Artificial Neural Network (ANN) - Back Propagation 

Consider a network with n l ,  n2 and n3 neurons in the input, 
hidden and output layers respectively. 

Let, 

Yl(i1 : i-1 p...nl input data 
Olk) : k=1, ... 113 output data 
WZ(j,iI : Weight betweeen input layer neuron i and hidden 

layer neuron j 
W3(k,j) : Weight between hidden layer neuron j and output 

layer neuron k 

The input X 2 ( j )  to the neuron j in the hidden layer is taken to 
be the weighted sum of all the inputs. Thus, when there is full 
connectivity, 



The output of neuron j of the hidden layer is given by 

where f is the transfer function. For a continuous variable it is 
1 
I 

taken to be either a sigmoid f(x) = - or a hyperbolic tan- 
1 +e-' 

ex - e-X 
gent function f (x) = 

ex + e-". 

Next one determines the input to the neuron k of the output 
kyer horn &he neurons in the hidden layer. ' 

The output of neuron k of the output layer is 

The weights WZ(j,i) and W3(ktj) are unknown and they form the 
complete set (n, * n, + n, * n,) of parameters of the model. These 
parameters are obtained by minimizing the cost function with 
respect to W2 and W3. 



In practice, one starts from random weights and evaluates the 
function C .  In the next iteration the weights are corrected by 
amounts shown in Eqs. (A6) 

where el and e2 are parameters called learning rates. This itera- 
tive procedure is repeated until one has convergence. Essentially 
it determines the weights wIuc11 minimize the cost function from 
the data. 
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