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Cyclicality of Social Sector Expenditures:  
Evidence from Indian States

Balbir Kaur, Sangita Misra and Anoop K. Suresh*

This paper attempts to study the cyclical behaviour of social sector spending including that 
on education and health for the 17 non-special category states covering the period 2000-01 
to 2012-13. It finds that while overall social spending is acyclical in India at the state level, 
education spending is pro-cyclical, with the pro-cyclicality being more pronounced during 
upturns than it is during downturns. Further, the pro-cyclicality is more significant for bigger 
states (in terms of income) than it is for low income states. This possibly hints at the combined 
impact of political economy factors, pro-cyclical state revenues and the role of discretionary 
transfers. Fiscal deficit is observed to impact social sector expenditures negatively, providing 
support to the fiscal voracity effect hypothesis. In order to ensure that the low growth does not 
hamper human capital formation, states are expected to increase their social sector spending 
during difficult times. This would, however, require the building of adequate fiscal space 
during good times to enable them to spend more when required on human capital investments, 
which is the key to achieving long-term inclusive and sustainable development.

JEL Classification: E32, H5, H62 
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Introduction

Human capital is critically intertwined with economic growth, with 
education and health constituting its major components. Investment in 
education and health makes the labour force more productive, healthy, 
competitive and efficient, all of which taken together contribute to 
higher economic growth. In the backdrop of the global financial crisis, 
there is renewed focus on attaining social sustainability to achieve 
the objective of sustainable growth. In line with this objective, there 

* The authors are working in the Department of Economic and Policy Research (DEPR) of 
the Reserve Bank of India. Smt. Balbir Kaur is Adviser in DEPR. Smt. Sangita Misra and Shri 
Anoop K. Suresh are working as Assistant Adviser and Research Officer in the Structural Issues 
Division (SID) of DEPR respectively. The paper was presented at the 3rd RBI Chair Professor’s 
and DEPR Research Conference in December 2014. The authors are thankful to Professor Hari 
K. Nagarjan of IRMA for his valuable observations on the paper in the conference and to 
Shri Omkar Rane for assistance in data compilation. The views expressed by the authors are 
personal and not of the institution that they belong to. Usual disclaimer applies.
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is a greater emphasis on investment in human capital with a view to 
improving life expectancy, ensuring availability of human capital with 
appropriate skill sets to support business activity while in that process 
also helping to develop innovative capacity and entrepreneurship in an 
economy. Particularly, commenting on India, the World Development 
Report (WDR) 2013 observed that providing key services like health 
and education can help create the right jobs while also contributing to 
improved standards of living and inclusive growth. The use of policies 
with a focus on strengthening the human resource base is considered 
extremely relevant for India which is expected to contribute a significant 
proportion of the global labour force in the coming years.

In the Indian context, development initiatives undertaken by planners 
have been driven by these concerns and are reflected in increasing 
importance being assigned to the provisioning of social services by the 
central and state governments since the inception of the Plan era. Public 
sector outlays on social services (both projected and actual realization) 
have been on the rise, with the increase being significant since the Sixth 
Five Year (FY) Plan. The public sector outlay on social services as a 
proportion of total expenditure more than doubled from 14.4 per cent in 
the Sixth FY Plan to 30.2 per cent in the Eleventh Plan and is projected 
at 34.7 per cent in the 12th FY Plan (Table 1).

While there has been a steady increase in the share of social sector 
expenditure in total plan expenditure, which is noteworthy, total public 
sector expenditure1 on important social sector heads remains low when 
compared with international standards. The combined expenditure of 
the central and state governments in India on education is just about 3.3 
per cent of GDP;2 while that on the health sector is even lower at 1.3 
per cent of GDP. In contrast, countries of the European Union spend 5.5 

1 Comprising expenditure on social and economic services. Social services comprise of (a) 
education, sports, art and culture, (b) medical and public health, (c) family welfare, (d) water 
supply and sanitation, (e) housing, (f) urban development, (g) welfare of SCs, STs and OBCs, 
(h) labour and labour welfare, (i) social security and welfare, (j) nutrition, (k) expenditure on 
natural calamities and (i) others. Economic services comprise of (a) rural development and (b) 
food storage and warehousing.
2 The National Policy on Education, 1986 had recommended that public investment in education 
should be more than 6 per cent of GDP.
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per cent of GDP (from their general government account) on education 
and 7.5 per cent of GDP on health. Canada’s public spending on 
health alone is over 11 per cent of its GDP and that on education is 
nearly 5 per cent. Apart from the low public sector expenditure levels 
(relative to international standards), significant disparities p e r s i s t 
across states when it comes to expenditure of state governments on 
social services in India. Available data indicates that the states lagging 
behind with regard to expenditure on social sector have not attempted 
to catch up with the better-performing states through higher allocations 
of expenditure for social sector which is a key contributor to human 
development outcomes. The per capita social sector expenditure in the 
laggard states remained significantly lower than that of the leading 
states, resulting in the persistence of disparities in human development 
indicators (HDI) across states during the 2000s (RBI 2013).

Given the importance of social sector expenditure in the Indian context, 
it is not only pertinent to analyse the trends in social sector expenditures 
(including education and health) over a period of time but also to 
examine their response to situations of economic volatility in general and 
growth slowdown in particular. There are two reasons for this. First, the 
conventional Keynesian argument that holds for any kind of public 

Table 1: Pattern of Plan Outlay on Social Services
(` billion)

Period Outlay Actuals

Sixth Plan 1981-85 140.35
(14.4)

159.17
(14.5)

Seventh Plan 1985-1990 315.45
(17.5)

349.60
(16.0)

Eighth Plan 1992-97 790.12
(18.2)

888.07
(18.3)

Ninth Plan 1997-2002 1,832.73
(21.3)

1,945.29
(20.6)

Tenth Plan 2002-2007 3,473.91
(22.8)

4,365.29
(27.0)

Eleventh Plan 2007-12 11,023.27
(30.2)

11,975.76
(32.6)

Twelfth Plan 2012-17 26,648.43
(34.7)

Note: Figures in brackets indicate percentage to total plan outlay.



4 RESERVE BANK OF INDIA OCCASIONAL PAPERS

sector expenditure as a counter-cyclical tool holds for social sector 
expenditure as well. An increase in social spending could form part of 
a counter-cyclical fiscal policy response of the government to support 
aggregate demand and foster economic recovery during the period of 
economic slowdown. Second, increase in social spending during this 
phase may also be an appropriate policy strategy to provide adequate 
social protection thereby mitigating the adverse human development 
implications of output shocks. This strategy, though desirable, may 
however, be constrained by available fiscal space at the level of the 
central and state governments.

It is against this backdrop that this paper attempts to analyse the behaviour 
of social sector expenditures at the state level in India – whether they 
are pro-cyclical, counter-cyclical or acyclical. Do these expenditures get 
squeezed or remain protected during downturns? Are there any inter-
state differentials in these expenditures based on the size of the states? 
And lastly, whether a progressive move towards fiscal consolidation at 
the state level has impacted their social sector expenditures? Section 
II covers a review of literature on these issues. Trends in social sector 
expenditures are analysed in Section III. Section IV attempts to 
examine these questions in a panel data framework. Section V gives 
the conclusions and policy implications. The major contribution of this 
paper to empirical literature is that it is the first attempt of its kind to 
study cyclicality of social sector expenditure at the state level in India.

Section II 
Review of Literature

Cyclicality of fiscal policy is a well-studied and researched area. 
Conventional macroeconomic wisdom says that fiscal policy should act 
as a stabilizing policy tool by counteracting business cycle fluctuations 
via increasing expenditures and reducing taxes during recessions. There 
is extensive literature on the issue of cyclicality of fiscal policy in 
general, including its implications for macroeconomic stability and 
growth (Annexure I). The cyclicality of fiscal policy has also been 
examined in a cross-country framework. Fiscal policy has m o s t l y 
been observed to be counter-cyclical/acyclical in advanced economies. 
On the contrary, empirical evidence indicates a pro-cyclical behaviour 
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of fiscal policy in developing countries, demonstrating thereby that 
fiscal policy tends to expand in periods of economic growth (‘good 
times’) while it contracts during recessions or slowdowns (‘bad times’) 
(Gavin and Perotti 1997; Talvi and Vegh 2000; Lane 2003; Caballero and 
Krishnamurthy 2004).

Pro-cyclicality of fiscal policy in developing countries has been 
attributed to various factors in empirical studies. The ‘financial channel’ 
hypothesis attributes pro-cyclicality of fiscal policy to inadequate 
capital markets or limited access to these markets during downturns 
which restricts government spending when most needed (Gavin et al. 
1996). 

Tornell and Lane (1999) draw attention to the ‘voracity effect’ for the 
strong increase in fiscal demands during expansions. According to 
their reasoning, if a particular group does not increase its appropriation 
during a boom, other groups will. Thus, there is a strong incentive to 
grab part of the newly available resources before other groups do, and 
that the incentive to do so increases with the size of the pie; thus, this 
common pool problem becomes stronger in an expansion delivering a 
pro-cyclical result. Alesina et al. (2008) developed a model to show that 
public/voters’ pressure forces a government into pro- cyclical public 
spending, and even borrowings. Woo (2009) has argued that greater 
heterogeneity of preferences of different social groups, as measured by 
the Gini coefficient, causes fiscal policy to be pro-cyclical.

While available empirical literature mostly relates to the cyclicality 
of fiscal policy at the central government level, either individually or 
in a cross-country framework, one aspect that has been relatively less 
studied is the connection between the so-called ‘vertical imbalances’ in 
fiscal policy across different tiers of government and its effect on the 
overall pro-cyclicality of fiscal policy. Very little is known about the 
cyclicality of sub-national fiscal policies. This is surprising considering 
the fact that the general trend the world over has been towards greater 
fiscal decentralisation. A large proportion of spending, and to a lesser 
extent taxation, takes place at the sub-national level.

There are a few empirical studies which analyse the behaviour of social 
sector expenditure at the sub-national level across business cycles. In 
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a study of 21 OECD countries between 1982-2003, Darby and Melitz 
(2008) found that some fiscal expenditure items like health, retirement 
benefits, incapacity and sick pay and unemployment compensation 
responded in a stabilising manner to business cycle fluctuations. 
Granado et al. (2013) studied the cyclical behaviour of public 
spending on health and education in 150 countries (both developed and 
developing), covering the time period 1987-2007. Empirical results of 
the study show that total social spending was pro-cyclical in developing 
countries in both good and bad times, but more so during good times.3 
When it comes to education and health expenditures, an asymmetric 
pattern was observed implying thereby that they are pro-cyclical during 
periods of positive output gaps but acyclical during periods of negative 
output gaps. Furthermore, the degree of cyclicality was observed to be 
higher the lower the level of economic development. Our current study 
essentially draws upon this paper.

Wibbels and Rodden (2006) studied the sensitivity of provincial 
government finances to regional business cycles in eight federal 
republics including India. In a panel framework, using data for 14 major 
states for 1980-98, both revenues and expenditures for Indian states 
were found to be pro-cyclical. Within revenues, own-source taxes of 
the states were found to be highly pro-cyclical whereas revenue-sharing 
and discretionary transfers were either acyclical or pro-cyclical. 
Based on these results, they came to a conclusion that a move towards 
decentralisation in developing countries would heighten overall pro-
cyclicality, especially of health, education and social expenditures.

In India, the cyclical properties of fiscal policy have primarily been 
tested for central/general government revenues and expenditures. 
Examining the cyclicality of various components of central and general 
government (centre and states combined) expenditures in India, revenue 
expenditures have been found to be pro-cyclical in the long run, while 
capital expenditures have exhibited pro-cyclical behaviour both in 
the short and long run (Shah and Patnaik 2010; RBI Annual Report  
2012-13).

3 Good [bad] times are defined as periods in which the output gap is positive [negative].
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In empirical literature on social sector expenditures at the state level 
in India, the analysis has been confined mainly to issues such as 
trends in social sector expenditure during the post-reform period and 
its impact on the social sector in India (Dev et al. 2002; Joshi 2006). 
Social sector expenditures have been found to have a positive impact 
on social outcomes and hence, enhancing such expenditures from their 
low levels in India is viewed as crucial to achieving overall human 
development goals (Kaur and Misra 2003). However, there is a gap in 
empirical literature with regard to an analysis of the cyclical properties of 
state spending on social sectors like education and health in India.

Recognizing this gap, this paper attempts to analyse the cyclical 
properties of state spending on social sectors like education and health at 
the state level (in a panel framework) in India.

Section III 
Social Sector Expenditure: Trend Analysis

In India, the provision of social services is primarily the responsibility 
of state governments even as they receive large financial support 
from the central government under centrally sponsored schemes. 
Available data indicates that about 80 per cent of combined (centre 
and states) government expenditure on social services is incurred by 
state governments.4 Within social services, it is education and health 
services (including medical, public health and family welfare) which 
taken together account for around 60 per cent of the total social sector 
expenditure of state governments (Table 2).5

At the state level, social sector expenditure as a percentage of GDP 
exhibited both way movements in the range of 6-8 per cent during 
1990-91 to 2012-13. On a per capita basis, social sector expenditure (in 
real terms) recorded a 3-fold increase during the period covered in the 
study. The increase was about 2.7 times for education expenditure and 

4 As computed using data from State Finances: A Study of Budgets, various issues.
5 Another sector which has not been considered in this paper but has seen a large increase in 
its share since 2008 is social security and welfare which essentially comprises of rehabilitation, 
social welfare as well as other social security and welfare programmes (such as construction 
of anganwadi buildings, marketing of Stree Shakti products, construction of training institute 
for SHGs and clusters, state plan schemes as well as the Women Development Corporation).
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about 2.3 times for health expenditure on a real per capita basis. A large 
part of the increase in real per capita social sector expenditure has been 
achieved in the post-2000 period. However, despite this increase, social 
sector expenditure in India remains low by the international standards 
(WDR 2013).

A state-wise comparison of expenditure on social sector, health and 
education during 1990-91 to 2000-01, 2001-02 to 2009-10 and 2010-
11 to 2012-13 for the 17 non-special category (NSC) states6 reveals 
considerable variations across states with the differences continuing to 
persist during the period under review. Social sector expenditure as a per 
cent of Gross State Domestic Product (GSDP) was in the range of 4.8 per 
cent to 11.5 per cent during 2010-13 in the case of NSC states. While the 
variation in health expenditure as a per cent of GSDP was in the range of 
0.5 to 1.2 per cent, the education expenditure-GSDP ratio showed larger 
inter-state variations of 2.1 to 4.6 per cent (Table 3). During 2010-13, a 

6 From here on, the analysis is based on non-special category states only.

Table 2: Composition of Expenditure on Social Services
(Revenue and Capital Accounts)

 (Per cent to total expenditure on social services)

Item 1990-98 1998-
2004

2004-08 2008-10 2010-14

Average
1 2 3 4 5 6
Expenditure on Social Services (a to k) 100.0 100.0 100.0 100.0 100.0
(a) Education, Sports, Art and Culture 51.9 52.6 47.3 44.3 46.9
(b) Medical, public Health and Family 

Welfare
15.7 14.2 12.9 12.0 12.3

(c) Water Supply and Sanitation 7.3 7.6 8.2 6.7 4.6
(d) Housing 2.9 2.9 2.9 3.1 2.9
(e) Urban Development 2.4 3.2 5.4 8.7 7.3
(f) Welfare of SCs, ST and OBCS 6.6 6.3 7.0 6.9 7.5
(g) Labour and Labour Welfare 1.4 1.1 1.1 1.0 1.1
(h) Social Security and Welfare 4.4 4.7 6.5 9.4 10.3
(i) Nutrition 2.2 2.2 2.5 3.1 3.3
(j) Expenditure on Natural Calamities 2.8 3.3 4.0 2.7 2.1
(k) Others 2.4 2.0 2.2 2.2 2.0

Source: State governments’ budget documents.
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Table 3: Expenditure on Social Sector, Education and Health:  
A State-wise Picture

(As per cent of GSDP at current market prices)

Social Sector Education Health

1990s 2000s 2010-13 1990s 2000s 2010-13 1990s 2000s 2010-13
Andhra 
Pradesh

6.5 6.5 7.4 2.3 2.1 2.5 0.8 0.7 0.8

Bihar 12.0 10.5 10.9 5.9 5.1 4.6 1.6 1.1 1.0
Chhattisgarh NA 8.1 11.5 NA 2.3 4.2 NA 0.6 0.9
Goa 8.2 6.4 7.9 4.0 2.8 3.4 1.6 1.0 1.2
Gujarat 5.4 5.4 5.3 2.6 2.1 2.1 0.7 0.5 0.6
Haryana 4.7 4.7 5.5 2.1 2.0 2.4 0.6 0.4 0.5
Jharkhand NA 9.8 10.0 NA 3.5 3.6 NA 1.1 0.9
Karnataka 6.5 6.3 7.2 2.8 2.7 2.8 0.9 0.7 0.7
Kerala 5.2 5.5 6.0 2.7 2.7 3.0 0.7 0.8 0.9
Madhya 
Pradesh

9.5 7.8 9.3 3.6 2.7 3.4 1.1 0.8 0.9

Maharashtra 5.0 5.0 5.3 2.3 2.6 2.5 0.6 0.5 0.5
Odisha 7.7 7.1 8.2 3.3 3.0 3.3 0.9 0.7 0.7
Punjab 4.1 4.0 4.8 2.4 2.1 2.3 0.7 0.6 0.7
Rajasthan 6.9 7.8 7.0 3.1 3.3 3.0 1.0 0.9 0.8
Tamil Nadu 6.4 5.9 6.5 2.8 2.3 2.4 0.9 0.7 0.7
Uttar Pradesh 6.2 7.0 9.3 3.0 3.1 4.0 0.9 1.0 1.1
West Bengal 5.8 5.5 6.9 2.9 2.7 3.1 0.9 0.8 0.8
Total 6.1 6.2 7.0 2.8 2.6 2.9 0.8 0.7 0.7

Source:  Computed from State Finances: A Study of Budgets, various issues

majority of the states exhibited an increase in social sector expenditure 
(including health and education expenditure) when compared with 
2001-02 to 2009-10. It may be noted that a decline in health expenditure 
between 2001-12 may have been compensated through higher private 
sector expenditure on health during these years. It is also argued that 
fiscal consolidation at the state level has been achieved primarily at 
the cost of lower health and education spending, which is examined 
separately in this paper.

In this context, it is interesting to examine the relationship between 
real social sector expenditure of states and their real incomes. A simple 
plotting of real growth in social sector expenditures, including education 
and health and real GSDP for all NSC states taken together during 1990-
91 and 2012-13 reveals some kind of co-movement. However, its precise 
quantification necessitates further examination (Charts 1, 2 and 3).
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On an individual state-wise basis also, some correlation is observed 
between expenditures and real incomes of select states. Chart 4 shows 
the correlation between growth in real social sector expenditures and 
the real GSDP for 17 NSC states over the last two decades (1990-91 
to 2011-12).7 As can be seen from the chart, a majority of the states 
exhibit positive correlation hinting at pro-cyclicality of social sector 
expenditures. Preliminary evidence of pro-cyclicality is also observed 
for education and health expenditures across states (Charts 5 and 
6) necessitating the need to explore the relationship further in an 
econometric framework.

7 For states like Chhattisgarh and Jharkhand, correlation is for the period from 2001-02 as data 
is available since then.
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Apart from state real GSDP, gross transfers from the central government 
as grants or share in central tax receipts tend to influence the capacity 
of state governments to undertake expenditures in general, and social 
sector expenditure in particular.
Even though the real GSDP remains an important determinant of the level 
of expenditure on the social sector, it is important to evaluate the impact of 
fiscal positions of states consequent to the enactment and implementation 
of the Fiscal Responsibility and Budget Management Acts/Fiscal 
Responsibility legislations by state governments on their social sector 
expenditures. It is interesting to note that social sector expenditure8 has 
exhibited a generally rising trend since 2004-05 (Chart 7).

8 Social sector expenditure to GDP ratio in Chart 7 is not comparable with that in Chart 1 as the 
former is based on all-India GDP while all states’ GSDP has been used in the latter to make it 
comparable to social sector expenditure-GSDP ratios of SC and NSC states.
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Section IV 
Panel Data Analysis

Having examined the trends in social sector expenditures across states, 
this section tries to empirically examine whether state level-social 
sector expenditure is pro-cyclical, that is, whether the education and 
health spending of states increases during periods of high GDP growth 
and vice versa. This analysis is done in a panel framework for 17 NSC 
states. Since data for Chhattisgarh and Jharkhand are available only 
from the early 2000s when these states came into being, the empirical 
analysis is restricted to the period 2000-01 to 2012-13.9

The empirical analysis is based on data relating to expenditure on social 
sector (revenue expenditure) of these selected states, as given in the State 
Finances: A Study of Budgets and Handbook of Statistics of the Indian 
Economy brought out by the Reserve Bank of India. Although capital 
expenditure constitutes nearly 17-18 per cent of the total expenditure of 
the states, its share in total expenditure on education is between 0.2 per 
cent and 1.4 per cent for most states except Goa, for which it is around 
3.6 per cent. The share of capital expenditure in total health expenditure 
of states is even lower. State-wise revenue expenditure on the social 
sector was deflated by the respective GSDP deflator to arrive at real 
social sector expenditure. Similarly, real education and health sector10 
expenditures of the NSC states were computed.

A number of control variables have been used in cross-country and sub-
national studies which include foreign aid, transfers from abroad, foreign 
portfolio investment, terms of trade, tax revenue as a share of GDP and 
provincial debt. In addition, other control variables that have been used 
in several cross-country studies include the lagged fiscal balance-GDP 
ratio, an indicator of the potential effect of borrowing constraints on 
public spending (Jaimovich and Panizza 2007; Granado et al. 2013), 
fiscal transfers to states as a determinant of their capacity to incur social 
spending (Arena and Revilla 2009) and political economy variable 

9 Even though one could extend the data range since 1990-91 by excluding Jharkhand and 
Chhattisgarh, this was avoided in view of the adjustments required to address the break in the 
data observed for Bihar and Madhya Pradesh since 2000-01.
10 Includes expenditure on health and family welfare.
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(Cukierman et al. 1992; Brunetti 1997). Political economy variable is 
taken using the logic that if there is a similarity between the governing 
parties at the centre and state levels, the states tend to become more 
important in the federal set up and enjoy greater bargaining power.

We have chosen the control variables that are relevant for our analysis at 
the sub-national level in India, and for which data are readily available. 
Further, the selection of control variables has been made to ensure that 
the possible multi-collinearity between the explanatory variables does 
not distort empirical results.11 We selected the gross fiscal deficit-GSDP 
ratio as a control variable in our empirical analysis. It may be noted 
here that for Indian states, even though states’ revenue expenditures as 
a proportion to GDP has not declined, there was a slight compositional 
shift towards developmental expenditure during the 2000s. This was on 
account of a decline in the share of interest payments in total revenue 
expenditure as also in the interest payments-GDP ratio in the recent 
period vis-à-vis 2004-08 (RBI 2013). The political economy variable 
has been captured through dummy in this paper. The dummy takes a 
value of one if the party at the state is the same as the one at the centre 
and a value of zero if they are different.12

Summary statistics for the variables used in the empirical work are 
given in Table 4. State-wise descriptive statistics are given in Annex II.

The Model

In line with literature, the following regression equation is estimated 
using panel data:

d(log SS EXP i, t ) = β0i + γt + β1 d(log Yit) + β2 FDi,t-1 + β1 d(log TRi,t) + u i,t ……… (1)

where β0 represents state fixed effect which controls for heterogeneity 
across states, γ is time effect capturing common shocks across states at 
a given time period, SS EXP denotes real social sector expenditure, Y 

11 In case of multi-collinearity, regression coefficients get drastically altered when an additional 
variable is added or dropped. In this empirical exercise, mostly growth rates have been used that 
are less likely to be correlated. As long as one variable cannot be expressed as a function of the 
other, that is, as long as there is some information in say the fiscal deficit variable which is not 
captured by the GSDP variable, inclusion of that variable in the equation is desirable (Belsley 
et al.1980; Brien 2009).
12 It may be noted here that this is a general assumption, though there are at times exceptions.
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Table 4: Descriptive Statistics: 2000-01 to 2012-13

Real Growth in per cent Fiscal 
deficit 

to 
GSDP 
ratio 
(per 
cent)

Growth in 
Transfer 

receipts in 
real terms 
(per cent)

Social Sector 
Expenditure

Education 
Expenditure

Health 
Expenditure

GSDP

Mean 8.7 7.6 7.5 7.3 3.4 9.8
Median 8.9 6.5 5.3 7.5 3.2 8.1
Maximum 51.8 44.1 102.6 28.7 8.1 191.4
Minimum -26.4 -29.2 -31.0 -9.9 -1.0 -44.1
Std. Dev. 12.1 11.9 14.5 4.9 1.8 19.3
Observations 217 217 217 217 217 217

denotes GSDP in real terms, FD denotes gross fiscal deficit as a per cent 
of GSDP, TR denotes gross transfers in real terms and u is an error term. 
The subscripts i and t denote state and time period respectively. The 
coefficient β1 measures the cyclicality of social sector expenditure at 
the state level. A positive and significant value of β1 implies pro-cyclical 
behaviour, while a negative and significant value implies counter-
cyclical behaviour. A non-significant β1  implies acyclical behaviour.

Before the estimation was done, all the data series were tested for 
stationarity. Based on panel unit root tests involving the common unit 
root process (LLC) as well as individual unit root process (IPS), the 
dependent and explanatory variable series were found to be stationary, 
that is, I (0) (Table 5). It is observed that growth in health expenditure is 
either non-stationary or stationary with low significance. Recognising 
this, health expenditure was dropped as one of the dependent 
variables from the regression estimations. Most variables used in the 
model were normalised and transformed into logarithms to minimise 
heteroscadasticity.

In literature, in a cross-country framework, instrument variables (IV) 
- fixed effect models have generally been used to address potential 
endogeneity of the RHS variable (output), that is, while economic 
downturns limit government’s capacity to undertake counter-cyclical 
policies, counter-cyclical fiscal policies (including social spending) 
may offset the impact of downturns through a positive push to boost 
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the economy (Nadia et al. 2010). Some of the instrument variables used 
in empirical literature include interest rate, world growth rate, terms 
of trade and lagged GDP growth. The 2-stage least squares (2SLS) 
technique is also frequently used to address endogeneity issues. Arena 
and Revilla (2009) found that fiscal spending responded to business 
cycles in a contemporaneous manner in different Brazilian states. Given 
that our analysis relates to response of public spending at the state level, 
the results are reported for GSDP at levels on the lines of the Brazilian 
study. However, to rule out any potential endogeneity, the results of IV 
estimation (with lagged output growth as the IV) as well as the 2SLS 
estimation are also reported so as to ensure the robustness of the results.

Empirical Results

Results of the panel estimates for social sector and education 
expenditures are reported in Table 6.

State social expenditures are generally observed to be acyclical during 
the 2000s. This may be due to the fact that these expenditures, being 
on the revenue account, exhibit downward rigidity. Expenditure on 
education was, however, observed to be pro-cyclical in the least squares 
estimate although its pro-cyclical behaviour is not seen in the case of 
IV and 2SLS estimates. Fiscal deficit (with a one period lag) turns out 
to be an important factor influencing public spending on social sector 
including that on education. Transfers from the centre to states explain 
to a large extent the observed acyclical behavior with regard to social 

Table 5: Results of Panel Unit Root Tests

Variables (Levels) LLC t Statistics IPS W Statistics

Growth in real Social sector expenditure -6.83** -4.69**
Growth in real Education expenditure -5.33** -2.60**
Growth in real Health expenditure -2.16** -1.42
GSDP growth -7.73** -6.15**
Fiscal deficit to GSDP ratio -4.50** -1.60*
Real Gross Transfers Growth -6.01** -5.70**

1. LLC = Levin, Lin, Chu (2002); IPS = Im, Paseran, Shin (2003).
2. ** and * indicate the rejection of the null hypothesis of non-stationarity at 1 per cent and 5 

per cent levels of significance.
3. Automatic selection of lags through Schwarz Information Criteria (SIC).
4. All panel unit root tests are defined by Bartlett kernel and Newly West bandwidth
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sector expenditures. However, the role of transfers diminishes in 
explaining the cyclical response of education expenditures.

Upturn and Downturn

This analysis tries to assess cyclicality using the relationship between 
social sector spending and GDP growth rates. However, the state of 
the economy may also have an influence on cyclicality results. In other 
words, GDP growth may be above its potential and vice versa. Thus, it 
needs to be examined whether the acyclicality in social sector expenditure 
that we have observed holds true at all times – irrespective of the output 
gap position. Descriptive statistics also suggest that the average growth 
in real social sector expenditure, including on education and health, is 
significantly higher during positive output gap periods (upturns) than 
during negative output gap periods (downturns). The standard test of 
equality of mean and median was conducted to see whether mean and 
median of these expenditure variables remained the same during both 
the periods (Table 7). The test rejects the null hypothesis, as the mean 
and median growth rates of expenditures turn out to be significantly 
different during the periods of upturns and downturns (except median 
growth in social sector expenditure). Given this inference, the analysis 

Table 6: Cyclicality of Social Sector Expenditure:  
Panel Regression Coefficients

Social Sector Expenditure Education Expenditure

LS IV 2SLS LS IV 2SLS

Constant 0.14** 0.15** 0.27** 0.13** 0.13** 0.20**
GSDP 0.19 0.16 -1.30 0.33** 0.14 -0.08
Fiscal deficit (Lagged) -0.03** -0.03** -0.03** -0.03** -0.02** -0.02**
Gross Transfers 0.18** 0.13** 0.19** 0.07* 0.03 0.06
Political Party Dummy 0.01 0.01 0.01 0.03* 0.03* 0.04
AR(1) -0.16* -0.06*
Number of States 17 17 17 17 17 17
Number of Observations 204 187 187 204 187 187

Note: 1. ** and * indicate significance of coefficient at 1 per cent and 5 per cent levels, 
respectively.

  2. LS: Least Squares; IV: Instrumental Variable; 2SLS: Two Stage Least Squares.
  3. Hausman test has been used to decide on the fixed effect model.
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was extended to see whether the cyclicality results across states differed 
during the periods of positive and negative output gaps.

Two methodologies were used for this analysis. First, we examined the 
response of social sector spending to output gap, as indicated by the 
ratio of actual to potential output13 (computed using the HP filter) for 
different states. This was attempted using equation (1) as given earlier, 
but replacing the output variable by the output gap variable along with 
other control variables. Second, the time period covered in the study 
was distinctly split into good and bad times (upturns versus downturns) 
using appropriate dummies. The period of upturn was taken as the one 
when the actual output was higher than the trend output as computed 
using the HP filter and vice versa for downturns. Further, we used two 
interaction variables, one between real GSDP growth and the upturn 
dummy variable and the other between real GSDP growth and the 
downturn dummy variable. To test for the asymmetric reaction of state-
level government spending to positive and negative output gaps, the 
following equation is used:

d(log EXP it) = β0i + γt + βu d(log Yut)*dumu + βd d(log Ydt)*dumd+ β2 
FDi,t-1 + β3 d(log TR it) + u it …(2)

where βu ≠ βd and the suffixes u and d indicate whether the coefficient 
applies to a positive or negative output gap period. For example, when 

Table 7: Test of Equality of Mean/Median for Growth in Real Expenditures 
During Upturns and Downturns

Mean Median

T-statistics@ p-value Chi-square$ p-value

Social Sector Expenditure -2.66 0.00 2.02 0.15
Education Expenditure -3.33 0.00 5.02 0.02

Note: @: Test of equality of means based on H0: µ1=µ2 where µ1 and µ2 are mean values of 
growth in real expenditure during upturn and downturn, respectively.
$: Test of equality of median based on H0: m1=m2 where m1 and m2 are median values of 
growth in real expenditure during upturn and downturn, respectively.

13 The ratio approach (actual/potential) to represent output gap has been generally preferred over the 
subtraction approach (actual minus potential) in many recent studies (particularly IMF studies) in view of 
the difficulty in computing log of a negative number.
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the observation for the output gap is positive, log Yut equals the observed 
value of real GSDP growth; when the output gap is negative, log Yut  is 
zero.

Tables 8 and 9 report the responses of social sector and education 
expenditures to upturns and downturns as measured in terms of positive 
and negative output gaps. Regression coefficients clearly indicate that 

Table 8: Pro-cyclicality of Social Sector Expenditure to Output Gap:  
Panel Regression Coefficients

Social Sector Expenditure Education Expenditure

LS IV 2SLS LS IV 2SLS

Constant -0.01 0.20 -0.09* -0.5** -0.19 -0.17*
Output Gap 0.17 -0.04 0.08 0.60** 0.33* 0.98**
Fiscal deficit (Lagged) -0.03** -0.03** -0.02** -0.02** -0.03** -0.01*
Gross Transfers 0.18** 0.18** 0.16** 0.07* 0.08* 0.03
Political Party Dummy 0.01 0.01 -0.03 0.03* -0.04 -0.04
AR(1) -0.16** -0.01

Number of States 17 17 17 17 17 17
Number of Observations 204 187 187 204 187 187

Note: 1. ** and * indicate significance of coefficient at 1 per cent and 5 per cent levels, 
respectively.

 2. LS: Least Squares; IV: Instrumental Variable; 2SLS: Two Stage Least Squares.

Table 9: Pro-cyclicality of Social Sector Expenditure during Upturns and
Downturns: Panel Regression Coefficients

Social Sector Expenditure Education Expenditure

LS IV 2SLS LS IV 2SLS

Constant 0.14** 0.14** 0.29** 0.12** 0.13** 0.11*
GSDP - Upturn 0.22 0.18 -1.48 0.44** 0.30** 0.81
GSDP - Downturn 0.01 0.15 -1.33 -0.05 -0.08 -0.35
Fiscal deficit -0.03** -0.03** -0.03** -0.02** -0.02** -0.01*
Gross Transfers 0.17** 0.13** 0.19** 0.05 0.02 0.01
Political Party Dummy 0.01 0.01 -0.02 0.03* 0.03* -0.04
AR(1) -0.15* -0.01

Number of States 17 17 17 17 17 17
Number of Observations 204 187 187 204 187 187

Note: 1. ** and * indicate significance of coefficient at 1 per cent and 5 per cent levels, respectively.
 2. LS: Least Squares; IV: Instrumental Variable; 2SLS: Two Stage Least Squares.
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when we use the output gap as the variable, education expenditures turn 
out to be pro-cyclical even as social sector expenditures continue to be 
acyclical. Further, social sector expenditures remain acyclical during 
both the upturn and downturn phases, while education expenditures show 
asymmetric behaviour - being pro-cyclical during upturns and acyclical 
during downturns. This result is similar to the findings of Clements et al. 
(2007) and Granado et al. (2013) that education and health expenditures 
are pro-cyclical in good times but acyclical in bad times. While the 
pro-cyclical behaviour during upturns may be indicative of the fiscal 
‘voracity effect’, acyclical behaviour during downturns is attributed 
by Granado et al. (2013) to asymmetric behavior prompting countries 
to protect social spending during times when the GDP falls below the 
potential level. This logic may also hold for Indian states as they do not 
allow spending on education and health to fall below a particular level, 
despite a downturn due to socio-political reasons.14 This also reflects the 
increasing priority that has been accorded by the states to the education 
sector in line with the implementation of the Sarva Shiksha Abhiyan 
(SSA) and subsequently the Right to Education Act,15 for which they 
receive financial support from the central government.

Fiscal balance is observed to be a consistent and significant determinant 
of social sector expenditure in all time periods, albeit its coefficient 
is smaller vis-à-vis other explanatory variables. Among other control 
variables, gross transfers from the central government and the political 
dummy variable seem to be influencing social sector expenditure and 
education expenditures respectively.

Big States versus Small States

Given that education expenditures are observed to be pro-cyclical, the 
empirical analysis is extended to examine whether this holds for all 
the NSC states or there are variations across these states based on their 
income levels. Following Arena and Revilla’s (2009) approach in their 
study on the cyclicality of fiscal policy at the sub-national level in Brazil, 
17 NSC states in India were classified into two categories- big and small 

14 Although the empirical testing of this could not be done for health expenditures for Indian states due to 
statistical reasons, it appears that the same logic may also hold for health expenditures. 
15 A detailed list of flagship programmes on education is given in Annex III.
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(in terms of income) - based on their per capita GSDP as per the 2011 
Census. Accordingly, the top nine states were taken as big states that had 
per capita GSDP (at current prices) higher than `75,000 in 2011. These 
include Andhra Pradesh, Goa, Gujarat, Haryana, Karnataka, Kerala, 
Maharashtra, Punjab and Tamil Nadu. The smaller states include Bihar, 
Chhattisgarh, Jharkhand, Madhya Pradesh, Odisha, Rajasthan, Uttar 
Pradesh and West Bengal. Table 10 provides the cyclicality coefficients 
of education expenditure with respect to output gap separately for big 
and small states.

Education expenditure is observed to be strongly pro-cyclical with 
respect to the output gap in the case of big states. More than state 
incomes, it is gross transfers from the central government that influence 
education expenditures of small states. This is probably because 
transfers, on an average, account for close to 60 per cent of the revenue 
receipts of the states falling in this group. Fiscal balance is also observed 
to be a significant determinant of education expenditure in both big and 
small states, albeit its coefficient is smaller vis-à-vis other explanatory 
variables namely, real GSDP and fiscal transfers from the centre to 
these states.

Table 10: Pro-cyclicality of Education Expenditure in Big and Small States:  
Panel Regression Coefficients

Big States Small States

LS IV 2SLS LS IV 2SLS

Constant 0.11** 0.12** -0.12* 0.13** 0.14** 0.16*
Output gap 0.89** 0.48* 0.85* 0.12 -0.02 0.27
Fiscal deficit -0.02** -0.02** -0.02* -0.02** -0.02** -0.01*
Gross Transfers 0.01 0.03 0.03 0.40** 0.39* 0.09
Political Party Dummy 0.03* 0.04* -0.01 -0.01 -0.01 -0.11
AR(1) -0.04* -0.02*

Note: 1. ** and * indicate significance of coefficient at 1 per cent and 5 per cent levels, 
respectively.

  2. LS: Least Squares; IV: Instrumental Variable; 2SLS: Two Stage Least Squares.
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Section V 
Conclusion and Policy Implications

The paper studied the cyclical behaviour of social sector expenditure 
across Indian states during the 2000s. Empirical evidence suggests 
that the overall social sector spending is acyclical in India at the state 
level, while education spending turns out to be pro-cyclical with the 
pro-cyclicality being more pronounced in situations of positive output 
gaps (upturns) and for bigger states. As states tend to protect social 
sector expenditures during negative output gap periods, it explains their 
acyclical behaviour. This is also evident from a consistent increase in 
the share of social sector expenditure in total revenue expenditure of 
NSC states.

Fiscal deficit, albeit with a small coefficient value, was the most 
significant and consistent variable impacting social sector expenditures 
in the 2000s. This provides support to the fiscal voracity effect 
hypothesis (Tornell and Lane 1999; Talvi and Vegh 2000). Improvement 
in the fiscal position provokes intense lobbying for higher social sector 
spending which holds for all states and during all time periods. The 
paper reinforces the need for further fiscal consolidation as this would 
provide more headroom to state governments for carrying out social 
sector expenditures during phases of growth slowdown.

To conclude, state governments need to ensure that their social sector 
spending is protected to achieve inclusive and sustainable development 
in the medium to long-term. High income states which are fiscally 
better placed should be the front runners in pursuing this objective. 
Needless to say, this is extremely relevant for India that has a huge 
demographic dividend which it can tap in the future. Going forward, 
further research in the area could explore the impact of other factors 
influencing social sector expenditures in India like the level of fiscal 
autonomy (Binswanger et al. 2014), service delivery framework. The 
study can also be extended to special category states depending upon 
the availability of data.



 CYCLICALITY OF SOCIAL SECTOR EXPENDITURES:     23
 EVIDENCE FROM INDIAN STATES

A
nn

ex
-I

Pr
o-

cy
cl

ic
al

ity
 o

f S
oc

ia
l S

ec
to

r 
E

xp
en

di
tu

re
: A

 R
ev

ie
w

 o
f L

ite
ra

tu
re

St
ud

y
Sc

op
e

M
et

ho
d/

D
at

a/
Pe

ri
od

Fo
cu

s
Fi

nd
in

g/
co

nc
lu

si
on

I. 
C

ro
ss

 - 
co

un
tr

y 
st

ud
ie

s o
n 

cy
cl

ic
al

ity
 o

f fi
sc

al
 p

ol
ic

y 
at

 a
gg

re
ga

te
 le

ve
l

A
ki

to
by

, C
le

m
en

ts
, 

G
up

ta
 &

 In
ch

au
st

e 
(2

00
4)

51
 

C
ou

nt
rie

s
- 

Ex
am

in
at

io
n 

of
 

sh
or

t t
er

m
 a

nd
 

lo
ng

 te
rm

 
m

ov
em

en
t o

f 
go

ve
rn

m
en

t 
sp

en
di

ng
 re

la
tiv

e 
to

 o
ut

pu
t.

Fo
cu

se
s o

n 
th

e 
cy

cl
ic

al
 a

nd
 

lo
ng

-te
rm

 
be

ha
vi

ou
r 

of
 

go
ve

rn
m

en
t 

ex
pe

nd
itu

re
s 

in
 d

ev
el

op
in

g 
co

un
tri

es
.

- 
Th

e 
m

ai
n 

co
m

po
ne

nt
s 

of
 

go
ve

rn
m

en
t 

sp
en

di
ng

 a
re

 p
ro

-c
yc

lic
al

 i
n 

ab
ou

t 
ha

lf 
of

 
th

e 
co

un
tri

es
, 

th
e 

de
gr

ee
 o

f 
w

hi
ch

 v
ar

ie
s 

ac
ro

ss
 sp

en
di

ng
 c

at
eg

or
ie

s.

- 
O

ut
pu

t v
ol

at
ili

ty
 an

d fi
na

nc
ia

l r
isk

s c
on

tri
bu

te
 

to
 p

ro
-c

yc
lic

al
ity

 o
f g

ov
er

nm
en

t s
pe

nd
in

g.

M
ic

ha
el

 G
av

in
 &

 
R

ob
er

t P
er

ro
tti

 
(1

99
7)

La
tin

 
A

m
er

ic
a 

an
d 

in
du

st
ria

l 
co

un
tri

es

- 
19

68
 to

 1
99

5

- 
R

eg
re

ss
io

n 
an

al
ys

is
 u

si
ng

 
fis

ca
l i

nd
ic

at
or

s 
of

 th
e 

ge
ne

ra
l 

go
ve

rn
m

en
t.

A
 

co
m

pa
ris

on
 

of
 

pr
o-

cy
cl

ic
al

ity
 o

f 
fis

ca
l 

po
lic

y 
in

 
La

tin
 

A
m

er
ic

a 
an

d 
in

du
st

ria
lis

ed
 c

ou
nt

rie
s.

- 
Fi

sc
al

 
po

lic
y 

in
 

La
tin

 A
m

er
ic

a 
is

 
pr

o-
cy

cl
ic

al
 

w
he

re
as

 
it 

is
 

ac
yc

lic
al

 
in

 
in

du
st

ria
lis

ed
 c

ou
nt

rie
s.

- 
Th

e m
aj

or
 re

as
on

s f
or

 p
ro

-c
yc

lic
al

ity
 ar

e t
he

 
‘v

or
ac

ity
 e

ffe
ct

’”
 a

s 
w

el
l a

s 
lim

ite
d 

ac
ce

ss
 

to
 

in
te

rn
at

io
na

l 
cr

ed
it 

m
ar

ke
ts

 
du

rin
g 

do
w

nt
ur

ns
.

A
le

si
na

, T
ab

el
lin

a 
&

 C
am

pa
nt

e 
(2

00
7)

O
EC

D
 a

nd
 

no
n-

 
O

EC
D

 
co

un
tri

es

- 1
96

0-
20

03

- P
an

el
 re

gr
es

si
on

 
us

in
g 

fis
ca

l 
po

lic
y 

in
di

ca
to

rs

- 
O

bs
er

ve
s 

cy
cl

ic
al

 
re

sp
on

se
 o

f 
th

e 
bu

dg
et

 
su

rp
lu

s 
an

d 
to

ta
l 

go
ve

rn
m

en
t 

sp
en

di
ng

 i
n 

di
ffe

re
nt

 c
ou

nt
rie

s.

- 
Ex

am
in

es
 t

he
 s

ou
rc

es
 o

f 
pr

o-
cy

cl
ic

al
ity

.

- 
D

ur
in

g 
bo

om
s, 

pe
op

le
 d

em
an

d 
m

or
e 

pu
bl

ic
 

go
od

s o
r l

ow
er

 ta
xe

s t
he

re
by

 le
ad

in
g 

to
 p

ro
-

cy
cl

ic
al

ity
 o

f fi
sc

al
 p

ol
ic

y.

- 
Th

e 
m

aj
or

 r
ea

so
ns

 f
or

 p
ro

-c
yc

lic
al

ity
 i

n 
a 

de
m

oc
ra

tic
 co

un
try

 ar
e 

co
rr

up
tio

n 
as

 w
el

l a
s 

cr
ed

it 
co

ns
tra

in
ts

.



24 RESERVE BANK OF INDIA OCCASIONAL PAPERS

St
ud

y
Sc

op
e

M
et

ho
d/

D
at

a/
Pe

ri
od

Fo
cu

s
Fi

nd
in

g/
co

nc
lu

si
on

K
am

in
sk

y,
 R

ei
nh

ar
t 

an
d 

Ve
gh

 (2
00

4)
O

EC
D

 &
 

N
on

- 
O

EC
D

 
co

un
tri

es

- 
19

60
-2

00
3

- 
A

na
ly

tic
al

 
fr

am
ew

or
k 

fo
r 

in
te

rp
re

tin
g 

th
e 

be
ha

vi
ou

r o
f 

fis
ca

l i
nd

ic
at

or
s.

Em
pi

ric
al

ly
 

do
cu

m
en

tin
g 

th
e 

cy
cl

ic
al

 p
ro

pe
rti

es
 o

f 
m

ac
ro

ec
on

om
ic

 p
ol

ic
ie

s 
in

 
de

ve
lo

pi
ng

 c
ou

nt
rie

s.

In
 d

ev
el

op
in

g 
co

un
tri

es
, fi

sc
al

 p
ol

ic
y 

is
 p

ro
-

cy
cl

ic
al

 w
he

re
as

 in
 O

EC
D

 co
un

tri
es

 it
 is

 ei
th

er
 

ac
yc

lic
al

 o
r c

ou
nt

er
-c

yc
lic

al
.

Ja
im

ov
ic

h 
an

d 
Pa

ni
zz

a 
(2

00
7)

In
du

st
ria

l 
an

d 
de

ve
lo

pi
ng

 
co

un
tri

es
.

- 
19

70
-2

00
3

- 
In

st
ru

m
en

t 
va

ria
bl

e 
es

tim
at

io
n

-  
C

ha
lle

ng
in

g 
th

e 
co

nv
en

tio
n 

th
at

 
fis

ca
l 

po
lic

y 
is

 p
ro

-c
yc

lic
al

 i
n 

de
ve

lo
pi

ng
 c

ou
nt

rie
s.

N
o 

sta
tis

tic
al

ly
 s

ig
ni

fic
an

t d
iff

er
en

ce
 b

et
w

ee
n 

th
e 

cy
cl

ic
al

ity
 o

f 
fis

ca
l 

po
lic

y 
in

 d
ev

el
op

in
g 

an
d 

in
du

str
ia

l c
ou

nt
rie

s.

II
. C

ro
ss

-c
ou

nt
ry

 st
ud

ie
s o

n 
th

e 
cy

cl
ic

al
ity

 o
f s

oc
ia

l e
xp

en
di

tu
re

 a
t a

gg
re

ga
te

 le
ve

l

Ja
vi

er
 A

rz
e,

 
Sa

nj
ee

v 
G

up
ta

, a
nd

 
A

le
ja

nd
ro

 
H

aj
de

nb
er

g 
(2

01
2)

29
 

de
ve

lo
pe

d 
an

d 
12

1 
de

ve
lo

pi
ng

 
co

un
tri

es

- 
IM

F’
s d

at
ab

as
e

- 
R

eg
re

ss
io

n 
te

ch
ni

qu
es

.

Ex
am

in
at

io
n 

of
 

cy
cl

ic
al

 
be

ha
vi

ou
r 

of
 

pu
bl

ic
 

sp
en

di
ng

 
on

 
he

al
th

 
an

d 
ed

uc
at

io
n.

-  
Th

e 
sp

en
di

ng
 o

n 
ed

uc
at

io
n 

an
d 

he
al

th
 i

s 
pr

o-
cy

cl
ic

al
 

in
 

de
ve

lo
pi

ng
 

co
un

tri
es

 
w

he
re

as
 

it 
is

 
ac

yc
lic

al
 

in
 

de
ve

lo
pe

d 
co

un
tri

es
.

- 
Th

e 
de

gr
ee

 
of

 
cy

cl
ic

al
ity

 
is

 
in

ve
rs

e 
to

 
ec

on
om

ic
 d

ev
el

op
m

en
t.

N
ad

ia
 D

oy
tc

h,
 

B
in

gj
ie

 H
u,

 R
on

al
d 

U
 M

en
do

za
 (2

01
0)

La
tin

 
A

m
er

ic
a,

 
C

ar
ib

be
an

- 
W

or
ld

 
B

an
k 

da
ta

se
t f

ro
m

 1
98

0 
to

 2
00

9.

- 
Is

 s
oc

ia
l 

sp
en

di
ng

 p
ro

- 
cy

cl
ic

al
?

- 
H

ig
h-

in
co

m
e 

ec
on

om
ie

s a
nd

 lo
w

es
t i

nc
om

e 
ec

on
om

ie
s 

ar
e 

ab
le

 
to

 
im

pl
em

en
t 

th
e 

po
lic

ie
s 

of
 c

ou
nt

er
-c

yc
lic

al
 s

oc
ia

l s
pe

nd
in

g

A
nn

ex
-I

 (C
on

td
...

)



 CYCLICALITY OF SOCIAL SECTOR EXPENDITURES:     25
 EVIDENCE FROM INDIAN STATES

St
ud

y
Sc

op
e

M
et

ho
d/

D
at

a/
Pe

ri
od

Fo
cu

s
Fi

nd
in

g/
co

nc
lu

si
on

an
d 

lo
w

 
in

co
m

e 
co

un
tri

es
 

of
 th

e 
w

or
ld

.

-  
O

LS
, F

ix
ed

 
Ef

fe
ct

s (
FE

) u
se

d 
fo

r e
m

pi
ric

al
 

an
al

ys
is

.

A
re

 m
or

e 
st

ab
le

 a
nd

 l
es

s 
co

rr
up

t 
go

ve
rn

m
en

ts
 m

or
e 

lik
el

y 
to

 u
nd

er
ta

ke
 co

un
te

r-
cy

cl
ic

al
 so

ci
al

 sp
en

di
ng

?

w
he

re
as

 t
he

 l
ow

er
 m

id
dl

e 
in

co
m

e 
co

un
tri

es
 

ar
e 

un
ab

le
 to

 d
o 

so
.

-  
B

ur
ea

uc
ra

cy
 q

ua
lit

y,
 c

on
tro

l 
of

 c
or

ru
pt

io
n 

an
d 

go
ve

rn
m

en
t s

ta
bi

lit
y 

pr
om

ot
e 

co
un

te
r-

cy
cl

ic
al

 sp
en

di
ng

.

Ju
lia

 D
ar

by
 &

 
Ja

cq
ue

s M
el

itz
 

(2
00

8)

21
 O

EC
D

 
co

un
tri

es
-  

O
EC

D
 

so
ci

al
 

ex
pe

nd
itu

re
 

an
d 

O
EC

D
 

ec
on

om
ic

 
ou

tlo
ok

 
da

ta
ba

se
 

fro
m

 1
98

2 
to

 2
00

3.

A
na

ly
se

s 
cy

cl
ic

al
 

re
sp

on
si

ve
ne

ss
 

of
 

fis
ca

l 
ex

pe
nd

itu
re

 it
em

s.

Ex
pe

nd
itu

re
s o

n 
he

al
th

, r
et

ire
m

en
t, 

in
ca

pa
ci

ty
, 

si
ck

 
pa

y 
as

 
w

el
l 

as
 

un
em

pl
oy

m
en

t 
co

m
pe

ns
at

io
n 

ar
e 

hi
gh

ly
 p

ro
-c

yc
lic

al
.

II
I. 

C
ro

ss
-c

ou
nt

ry
 st

ud
ie

s o
n 

th
e 

cy
cl

ic
al

ity
 o

f s
oc

ia
l e

xp
en

di
tu

re
 a

t t
he

 su
b-

na
tio

na
l l

ev
el

W
ib

be
ls

 a
nd

 
R

od
de

n 
(2

00
6)

8 
fe

de
ra

tio
ns

 
(U

S,
 

C
an

ad
a,

 
G

er
m

an
y,

 
A

us
tra

lia
, 

Sp
ai

n,
 

In
di

a,
 

B
ra

zi
l a

nd
 

A
rg

en
tin

a)

-  
U

til
is

in
g 

an
nu

al
 

da
ta

 p
er

ta
in

in
g 

to
 

re
ve

nu
e,

 
ex

pe
nd

itu
re

, 
de

fic
it 

an
d 

G
SD

P.
-  

Pa
ne

l e
st

im
at

io
n.

In
ve

st
ig

at
io

n 
of

 
th

e 
se

ns
iti

vi
ty

 
of

 
pr

ov
in

ci
al

 
go

ve
rn

m
en

t 
fin

an
ce

s 
to

 
re

gi
on

al
 b

us
in

es
s c

yc
le

s.

-  
Su

b-
na

tio
na

l 
fin

an
ce

s 
in

 t
he

 w
or

ld
’s

 m
os

t 
de

ce
nt

ra
liz

ed
 fe

de
ra

tio
ns

 a
re

 p
ro

-c
yc

lic
al

.
-  

M
or

e 
de

ce
nt

ra
lis

at
io

n 
w

ill
 h

ei
gh

te
n 

pr
o-

cy
cl

ic
al

ity
 e

sp
ec

ia
lly

 o
f 

he
al

th
, 

ed
uc

at
io

n 
an

d 
so

ci
al

 sp
en

di
ng

.

A
nn

ex
-I

 (C
on

td
...

)



26 RESERVE BANK OF INDIA OCCASIONAL PAPERS

St
ud

y
Sc

op
e

M
et

ho
d/

D
at

a/
Pe

ri
od

Fo
cu

s
Fi

nd
in

g/
co

nc
lu

si
on

St
ur

ze
ne

gg
ar

 &
 

W
er

ne
ck

 (2
00

6)
A

rg
en

tin
a 

&
 B

ra
zi

l
-   

A
rg

en
tin

a 
19

92
-

20
02

-  
B

ra
zi

l 1
99

7-
20

02

-  
Ti

m
e 

se
rie

s 
an

d 
cr

os
s-

se
ct

io
na

l 
m

od
el

s.

-   
A

re
 

th
e 

su
b-

na
tio

na
l 

fis
ca

l 
po

lic
ie

s 
pr

o-
cy

cl
ic

al
 a

s 
w

el
l 

as
 t

he
 

ca
us

es
 fo

r p
ro

-c
yc

lic
al

ity
.

-  
Th

e 
sp

en
di

ng
 o

f 
su

b-
na

tio
na

l g
ov

er
nm

en
ts

 
ha

s 
be

en
 p

ro
-c

yc
lic

al
 in

 b
ot

h 
A

rg
en

tin
a 

an
d 

B
ra

zi
l.

-  
R

ea
so

ns
 f

or
 p

ro
-c

yc
lic

al
ity

: V
or

ac
ity

 e
ffe

ct
 

an
d 

la
ck

 o
f a

cc
es

s 
to

 c
re

di
t m

ar
ke

ts
 d

ur
in

g 
tim

es
 o

f c
ris

is
.

M
ar

co
 A

re
na

 &
 

Ju
lio

 R
ev

ill
a 

(2
00

7)
B

ra
zi

lia
n 

st
at

es
-   

19
91

-2
00

6

-  
Ti

m
e 

se
rie

s a
nd

 
cr

os
s-

se
ct

io
na

l 
da

ta

-  
O

LS
, F

ix
ed

 
Ef

fe
ct

s a
nd

 
Fe

as
ib

le
 

G
en

er
al

iz
ed

 
Fi

xe
d 

Sq
ua

re
s 

(F
G

FS
) u

se
d.

Ex
am

in
at

io
n 

of
 

pr
o-

cy
cl

ic
al

ity
 

of
 

B
ra

zi
lia

n 
st

at
es

’ e
xp

en
di

tu
re

s.

-   
Th

er
e 

is
 p

ro
-c

yc
lic

al
ity

 in
 B

ra
zi

lia
n 

st
at

es
’ 

ex
pe

nd
itu

re
s 

w
hi

ch
 is

 m
or

e 
du

rin
g 

pe
rio

ds
 

of
 d

ow
nt

ur
n.

-  
Th

e 
m

ai
n 

so
ur

ce
s 

of
 t

he
 o

bs
er

ve
d 

pr
o-

 
cy

cl
ic

al
ity

 li
e i

n 
th

e s
ta

te
s’ 

ow
n 

ta
x 

re
ve

nu
es

.

-  
Sm

al
le

r 
st

at
es

 a
re

 m
or

e 
pr

o-
cy

cl
ic

al
 t

ha
n 

la
rg

er
 st

at
es

 fo
r a

ll 
re

ve
nu

e 
an

d 
ex

pe
nd

itu
re

 
ca

te
go

rie
s.

IV
. I

nd
ia

n 
st

ud
ie

s o
n 

so
ci

al
 se

ct
or

 e
xp

en
di

tu
re

 a
na

ly
si

s
B

al
bi

r K
au

r &
 

Sa
ng

ita
 M

is
ra

 
(2

00
3)

15
 G

en
er

al
 

ca
te

go
ry

 
st

at
es

 in
 

In
di

a

-   
19

85
-8

6 
to

  
20

00
-0

1
A

na
ly

se
s 

th
e 

le
ve

l 
an

d 
ef

fe
ct

iv
en

es
s 

of
 

so
ci

al
 

se
ct

or
 

ex
pe

nd
itu

re
 

in
 

ed
uc

at
io

n 
an

d 
he

al
th

.

-  
Pu

bl
ic

 sp
en

di
ng

 o
n 

ed
uc

at
io

n 
ha

s b
ee

n 
m

or
e 

pr
od

uc
tiv

e 
in

 th
e 

ca
se

 o
f p

rim
ar

y 
ed

uc
at

io
n 

th
an

 in
 th

e 
ca

se
 o

f s
ec

on
da

ry
 e

du
ca

tio
n.

A
nn

ex
-I

 (C
on

td
...

)



 CYCLICALITY OF SOCIAL SECTOR EXPENDITURES:     27
 EVIDENCE FROM INDIAN STATES

St
ud

y
Sc

op
e

M
et

ho
d/

D
at

a/
Pe

ri
od

Fo
cu

s
Fi

nd
in

g/
co

nc
lu

si
on

- R
eg

re
ss

io
n 

an
al

ys
is

 u
si

ng
 

pa
ne

l d
at

a.

-  
R

el
at

io
ns

hi
p 

be
tw

ee
n 

pu
bl

ic
 e

xp
en

di
tu

re
 

an
d 

he
al

th
 h

as
 b

ee
n 

qu
ite

 w
ea

k 
in

di
ca

tin
g 

in
ad

eq
ua

cy
 o

f h
ea

lth
 e

xp
en

di
tu

re
.

M
ah

en
dr

a 
D

ev
 

(2
00

2)
In

di
a

-   
Tr

en
d 

A
na

ly
si

s
A

na
ly

si
s 

of
 

go
ve

rn
m

en
t 

sp
en

di
ng

 
on

 
ag

ric
ul

tu
re

 
an

d 
so

ci
al

 se
ct

or
s.

-  
C

en
tra

l g
ov

er
nm

en
t a

s w
el

l a
s s

ta
te

 sp
en

di
ng

 
on

 so
ci

al
 se

ct
or

 is
 st

ill
 q

ui
te

 lo
w.

Se
em

a 
Jo

sh
i (

20
06

)
In

di
a

Pr
e-

R
ef

or
m

 (1
98

1-
82

 to
 1

99
0-

91
) a

nd
 

po
st

-r
ef

or
m

 p
er

io
d 

(1
99

1-
92

 to
 2

00
0-

01
).

Ex
am

in
es

 
th

e 
im

pa
ct

 
of

 
ec

on
om

ic
 re

fo
rm

s o
n 

so
ci

al
 

se
ct

or
 e

xp
en

di
tu

re
.

-   
A

 d
ec

ad
e 

of
 re

fo
rm

s h
as

 n
ot

 b
ro

ug
ht

 m
uc

h 
im

pr
ov

em
en

t i
n 

so
ci

al
 s

ec
to

r 
sp

en
di

ng
 a

s 
th

e 
sh

ar
e 

of
 so

ci
al

 se
ct

or
 to

 G
D

P 
re

m
ai

ne
d 

at
 a

 v
er

y 
lo

w
 le

ve
l o

f 2
.7

 p
er

 c
en

t i
n 

20
00

-
01

 (w
hi

ch
 w

as
 2

.6
2 

pe
r c

en
t i

n 
19

86
-8

7)
.

A
nn

ex
-I

 (C
on

td
...

)



28 RESERVE BANK OF INDIA OCCASIONAL PAPERS

Social Sector 
Expenditures

Education 
Expenditures

Health 
Expenditures

GSDP Fiscal 
Deficit 

to 
GSDP 
ratio 
(per 
cent) 

Growth 
in 

transfer 
receipts 
in real 
terms 

(per cent)

Real Growth in per cent

Andhra Pradesh

Mean 9.6 8.8 7.4 7.6 3.2 8.2
Median 11.2 7.6 5.9 8.2 2.9 7.7
Maximum 21.3 36.0 24.3 12.0 4.8 28.6
Minimum -9.9 -2.7 -2.9 2.7 1.9 -18.4
Std.Deviation 9.4 11.3 7.5 2.8 0.9 13.6
Observations 13 13 13 13 13 13

Bihar

Mean 6.8 5.6 5.3 8.5 4.1 8.9
Median 3.0 4.2 1.3 11.8 3.2 9.5
Maximum 42.3 33.0 56.2 16.0 8.1 27.7
Minimum -26.2 -27.5 -31.0 -5.1 1.5 -12.5
Std.Deviation 18.6 16.7 24.7 7.5 2.3 12.4
Observations 13 13 13 13 13 13

Chhattisgarh

Mean 13.6 16.1 12.0 8.6 1.8 12.5
Median 10.2 16.9 4.0 8.4 1.8 13.5
Maximum 36.0 33.0 56.3 18.6 5.6 31.2
Minimum -6.4 1.7 -3.0 2.5 -0.3 -0.3
Std.Deviation 12.8 11.3 17.7 4.7 1.7 9.4
Observations 11 11 11 11 11 11

Goa

Mean 10.7 8.7 7.8 7.6 4.1 18.5
Median 8.3 7.9 2.4 9.4 4.2 0.9
Maximum 44.2 44.1 39.0 10.2 5.5 191.4
Minimum -0.8 -13.9 -6.9 -3.7 1.7 -44.1
Std.Deviation 12.2 15.8 13.2 3.9 1.1 57.3
Observations 13 13 13 13 13 13

Gujarat

Mean 7.9 6.0 8.2 8.9 3.4 7.2
Median 9.0 4.9 7.4 8.9 2.8 5.3
Maximum 21.0 30.0 35.4 14.9 6.7 28.0
Minimum -14.5 -15.7 -22.7 -4.9 1.4 -14.2
Std.Deviation 10.7 11.1 15.1 4.8 1.5 12.9
Observations 13 13 13 13 13 13

Annex II

Descriptive Statistics
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Social Sector 
Expenditures

Education 
Expenditures

Health 
Expenditures

GSDP Fiscal 
Deficit 

to 
GSDP 
ratio 
(per 
cent) 

Growth 
in 

transfer 
receipts 
in real 
terms 

(per cent)

Real Growth in per cent

Haryana

Mean 10.8 9.2 7.8 8.7 2.3 10.5
Median 19.2 10.0 4.8 8.4 2.5 5.1
Maximum 30.3 24.9 30.0 11.7 4.5 54.9
Minimum -26.4 -5.4 -8.7 6.5 -0.9 -18.6
Std.Deviation 16.3 8.6 11.8 1.5 1.6 20.3
Observations 13 13 13 13 13 13

Jharkhand

Mean 9.1 11.0 10.1 7.0 4.7 12.7
Median 11.9 11.5 -0.2 7.2 4.3 22.6
Maximum 28.4 41.4 102.6 20.5 8.1 32.5
Minimum -15.9 -29.2 -10.1 -3.2 1.8 -20.8
Std.Deviation 11.2 19.1 32.5 7.1 2.3 19.7
Observations 11 11 11 11 11 11

Karnataka

Mean 8.5 7.4 6.7 7.3 2.9 9.9
Median 9.1 9.1 5.7 7.1 2.8 10.1
Maximum 17.0 17.1 28.3 12.6 5.0 28.2
Minimum -4.7 -5.8 -11.0 1.3 1.9 -11.9
Std.Deviation 6.4 7.5 10.4 3.2 0.9 10.8
Observations 13 13 13 13 13 13

Kerala

Mean 7.9 7.3 8.6 6.1 3.6 9.8
Median 5.7 7.0 7.1 8.1 3.4 6.1
Maximum 29.1 28.0 29.6 11.4 5.2 33.3
Minimum -12.1 -7.6 -8.5 -6.9 2.5 -11.2
Std.Deviation 14.9 9.9 10.0 5.5 0.8 16.2
Observations 13 13 13 13 13 13

Madhya Pradesh

Mean 7.4 6.6 6.4 7.7 3.6 9.4
Median 8.3 4.4 5.3 9.2 2.8 8.0
Maximum 24.8 23.6 26.2 16.5 7.3 27.5
Minimum -16.8 -23.8 -20.9 -5.2 1.7 -13.8
Std.Deviation 11.9 14.3 12.0 5.8 1.7 12.1
Observations 13 13 13 13 13 13

Annex II (Cotnd...)
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Social Sector 
Expenditures

Education 
Expenditures

Health 
Expenditures

GSDP Fiscal 
Deficit 

to 
GSDP 
ratio 
(per 
cent) 

Growth 
in 

transfer 
receipts 
in real 
terms 

(per cent)

Real Growth in per cent

Maharashtra

Mean 8.6 7.1 7.2 7.7 2.8 11.7
Median 10.2 3.7 8.0 8.0 3.1 8.2
Maximum 24.9 28.1 15.7 13.5 4.9 50.8
Minimum -3.8 -7.2 -7.0 -2.1 -0.4 -8.0
Std.Deviation 8.2 10.1 6.8 4.3 1.5 17.4
Observations 13 13 13 13 13 13

Odisha

Mean 5.5 5.5 5.9 7.4 2.3 7.2
Median 7.3 1.3 5.6 7.5 1.4 8.4
Maximum 26.9 29.3 22.8 15.1 7.8 26.6
Minimum -18.9 -11.5 -28.5 -1.7 -1.0 -12.6
Std.Deviation 12.3 11.0 14.2 5.0 3.0 12.1
Observations 13 13 13 13 13 13

Punjab

Mean 9.5 5.5 6.5 5.7 4.0 6.8
Median 7.5 2.3 3.8 5.9 3.7 4.7
Maximum 51.8 42.4 40.9 10.2 6.2 59.3
Minimum -20.2 -5.7 -7.7 1.9 2.4 -16.8
Std.Deviation 18.9 12.8 13.3 2.2 1.2 19.9
Observations 13 13 13 13 13 13

Rajasthan

Mean 6.9 5.8 5.7 7.1 3.6 7.2
Median 6.6 4.7 2.8 6.7 3.6 10.0
Maximum 21.8 29.1 27.9 28.7 6.3 17.6
Minimum -5.3 -10.0 -14.5 -9.9 1.2 -9.1
Std.Deviation 7.8 9.4 11.7 9.3 1.8 9.5
Observations 13 13 13 13 13 13

Tamil Nadu

Mean 8.8 6.4 6.8 7.7 2.4 8.0
Median 11.0 8.6 2.9 6.1 2.5 4.7
Maximum 24.0 16.3 33.4 15.2 3.9 43.8
Minimum -7.3 -7.4 -5.0 -1.6 0.9 -15.0
Std.Deviation 8.3 8.3 12.2 5.0 0.9 14.3
Observations 13 13 13 13 13 13

Annex II (Cotnd...)
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Annex II (Cotnd...)

Social Sector 
Expenditures

Education 
Expenditures

Health 
Expenditures

GSDP Fiscal 
Deficit 

to 
GSDP 
ratio 
(per 
cent) 

Growth 
in 

transfer 
receipts 
in real 
terms 

(per cent)

Real Growth in per cent

Uttar Pradesh

Mean 9.7 8.7 10.8 5.7 4.0 9.1
Median 8.3 9.0 9.5 6.5 3.6 10.4
Maximum 25.2 23.8 32.1 8.1 7.0 19.6
Minimum -4.8 -3.9 -8.5 2.2 2.4 -4.5
Std.Deviation 9.9 9.0 12.3 1.9 1.3 6.7
Observations 13 13 13 13 13 13

West Bengal

Mean 6.7 5.0 5.0 6.4 5.1 11.1
Median 4.4 6.5 3.9 6.3 4.4 13.1
Maximum 31.8 39.7 37.9 8.0 7.6 45.7
Minimum -14.2 -18.5 -7.9 3.8 2.6 -13.6
Std.Deviation 11.5 13.2 12.2 1.4 1.6 16.3
Observations 13 13 13 13 13 13

Note: For Chhattisgarh and Jharkand, data is available from 2001-02 onwards.
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Annex III 
Central Government Flagship Programmes on Education

Sarva Shiksha Abhiyan (SSA)/ Education for All Movement: Sarva 
Shiksha Abhiyan is the Government of India’s flagship programme for 
achieving Universalisation of Elementary Education (UEE) in a time 
bound manner. SSA is being implemented in partnership with state 
governments to cover the entire country. It has been operational since 
2000-01. The expenditure on the programme is shared by the central 
government (85 per cent) and state governments.

The Right of Children to Free and Compulsory Education Act 
or Right to Education Act (RTE) is a legislation enacted by the 
Parliament of India on August 4, 2009, which describes the modalities of 
the importance of free and compulsory education for children between 
6 and 14 years in India under Article 21A of the Indian Constitution. 
The Act came into force on April 1, 2010. The RTE Act lays down 
specific responsibilities for the centre, states and local bodies for its 
implementation. In April 2010 the central government agreed to share 
the funding for implementing the law in the ratio of 65 to 35 between 
the centre and the states, and a ratio of 90 to 10 for the north-eastern 
states. However, in mid-2010, the centre agreed to raise its share to 68 
per cent.

Mid-day Meal Scheme (MDMS): The Mid-day Meal Scheme is a 
multi-faceted programme of the Government of India. The cost of the 
MDMS is shared between the central and state governments. At present 
75 per cent of the scheme is funded by the central government whereas 
25 per cent of the funds are provided by state governments. The central 
government provides free foodgrains to the states. The cost of cooking, 
infrastructure development, transportation of foodgrains and payment 
of honorarium to cooks and helpers is shared by the centre with the 
state governments. The contribution of state governments to the scheme 
differs from state to state.
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Rashtriya Madyamik Shiksha Abhiyan (RMSA): This scheme was 
launched in March 2009 with the objective of enhancing access to 
secondary education and for improving its quality. The implementation 
of the scheme started in 2009-10. The scheme is being implemented 
by state government societies established for its implementation. The 
central share is released to the implementing agency directly. The 
applicable state share is also released to the implementing agency by 
the respective state government. As regards the financing pattern, the 
union government met 75 per cent of the project expenditure during the 
11th Five Year Plan, with 25 per cent of the cost being borne by state 
governments. The sharing pattern is 50:50 for the 12th Five Year Plan. 
For both the 11th and 12th Plans, funding pattern has been 90:10 for the 
north-eastern states.

Saakshar Bharat: The main objective of this scheme is to further 
promote and strengthen adult education, especially for women. The 
share of funding between the central and state governments is in the 
ratio of 75:25 and in the case of north-eastern states including Sikkim 
in the ratio of 90:10.
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Introduction

Asia has witnessed rapid growth over the past few decades. Asian 
growth remained resilient even during the global financial crisis. The 
outward oriented policies of many Asian countries brought high growth 
and in the process helped in pulling many people out of poverty in these 
economies. In this context, the role of international financial integration 
(IFI) in the growth process has become a subject of passionate debate, 
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particularly at a time when the global financial crisis is creating doubt 
about its benefits. This topic is assuming enormous importance, 
particularly for those Asian countries which are still in the early stages 
of development and the timing and pace for further opening up of their 
economies is expected to decide the fate of billions of people residing 
in this part of the world.

When exchange controls are removed and entry barriers are brought 
down financial resources flow from one country to another. This brings 
about international integration of financial markets. Financial markets 
all over the world are also getting integrated due to advances in 
information technology, deregulation and globalization. Application of 
international best practices in macro-prudential regulations with 
competitive pricing of products has also added to the integration process 
(RBI 2007).

The IFI of an economy generates some positive effects. However, the 
benefits of global integration are dependent on size, composition and 
quality of capital flows (RBI 2007). Further, it generates benefits like 
international risk sharing, meeting the domestic saving-investment gap 
and maintaining macroeconomic discipline (Agenor 2001). In addition, 
IFI helps in increasing factor productivity, increasing the efficiency of 
the financial intermediation process and lowering the cost of investments 
(Levine 1996, 2001, Capiro and Honhan 1999). The removal of entry 
barriers brings in new players and promotes competition at the global 
level. It reduces the cost of funds and financial services. Liberalized 
markets allow a capital scarce country to search for capital outside its 
border to finance its investment activities. Availability of different 
financial sources reduces not only funding costs but also the fund 
availability risk for a borrower. For international investors availability 
of various risk instruments improves the risk return profile. It brings in 
new financial techniques and products. It also forces financial 
intermediaries to go for innovation and be competitive. 

Greater market integration has increased competition and streamlined 
restrictions and increased the liquidity of markets. Access to world 
capital markets increases opportunities for portfolio diversification for 
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investors and increases the potential for higher risks-adjusted rates of 
return. It also allows countries to borrow to smooth consumption in the 
face of adverse shocks, while the potential growth and welfare gains 
resulting from risk sharing can be large (Obstfeld 1994). 

Despite various economic crises, developing countries have moved 
towards financial openness as it has many economic benefits. Reforms 
which are needed to make economies safe in the face of international 
financial flows also help in curtailing vested interests and allow the 
economy’s productive potential to be fully achieved. There is empirical 
record that benefits are likely when reforms are implemented in a phased 
manner and complemented by policies to enhance stability and growth 
(Obstfeld 2009).

The IFI of economies, however, also poses numerous challenges. While 
excessive capital inflows lead to an appreciation of the local currency, 
outflow of capital triggers panic in financial markets and makes the 
operation of the economic policies hostage to it.

The growth of Asian economies, particularly those in South East Asia, 
was hampered by the south-east Asian currency crisis of 1997. A year 
before the crisis, five Asian economies (Korea, Indonesia, Malaysia, 
Thailand and the Philippines) witnessed US$93 billion of net private 
capital inflows; but one year after that they witnessed an outflow of 
around US$12 billion. The turnaround of outflow amounting to more 
than US$105 billion put these economies in severe economic crisis 
(Rodrik 1998). 

The financial crisis in advanced economies (AEs) was transmitted to 
other parts of the world inter alia due to financial linkages. In 2013, the 
financial markets of the major emerging market economies (EMEs) 
witnessed much volatility after a statement made by former Fed 
Chairman Ben Bernanke (on 22 May 2013) about the likely tapering of 
monetary expansion. This was associated with the spill-over of volatility 
across economies. Later, volatility returned to the financial markets in 
the second half of January 2014 when equities fell, spreads rose and 
currencies depreciated. There was broad-based pressure even though 
countries with weaker domestic macroeconomic fundamentals in the 
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form of higher CAD and inflation faced more pronounced volatility. 
The markets recovered subsequently with various steps taken by various 
economies. Nevertheless, these ‘taper tantrums’ highlighted the 
challenges posed by international financial integration of economies 
and the vulnerabilities generated by it.

Capital market liberalization makes a country vulnerable to the external 
economic environment; a change in perception can lead to capital 
outflows, often undermining the viability of the entire financial system 
(Stiglitz 2000). Further, it is also argued that capital flows are 
characterized by panics and manias. Short-term borrowings under free 
capital mobility add to economic difficulties and attracting foreign 
direct investment may be preferred to free capital mobility. At one 
extreme, there are also cases of countries that have grown without 
capital account convertibility. There is a difference between free 
portfolio capital mobility and attracting foreign direct investment. 
Crises attendant on capital mobility are not something that can be 
ignored. Financial crises are an inevitable by-product of international 
integration (Bhagwati 1998). But there is little formal empirical support 
for the argument that financial globalization is responsible for the spate 
of financial crises that the world has seen over the last decade (Kose et 
al. 2009). However, in the long-run, international integration is likely to 
solve its own problems and can make financial crises less likely 
(Krugman 2000).      

Literature reveals many conflicting effects of IFI on growth. The 
relationship between financial openness and growth changes with the 
change in context or the economies taken for study. While there have 
been many studies on the effect of IFI on growth, these studies are 
broadly based either on AEs or on developing countries or on high-
income or middle-income group countries. However, there have been 
very few studies on the effects of IFI in Asia. A reason that can be cited 
for this lack of empirical work in the Asian region is the absence of 
reliable historical data for a number of countries.

This study applies similar models as in previous papers; however, its 
aim is different. The goal of this paper is to see whether IFI has 
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contributed to the growth process of Asian economies and in what way 
it has helped. The choice of Asia is due to the lack of much study in this 
area. This research paper is organized as follows: Section II gives a 
literature review on the subject of IFI and its effect on growth. Section 
III describes Asian growth and the trends in capital inflows to it. Section 
IV explores the extent of external integration of major Asian economies. 
Section V highlights the data sources, methodology and gives an 
empirical analysis. Section VI concludes the study. 

Section II 
Literature Review

Issues relating IFI with economic growth have attained prominence in 
economic literature only recently. International financial flows influence 
economic growth through various channels. Liberalizing restrictions on 
international financial inflows increases stock market liquidity and 
helps in economic growth by improving productivity. Similarly, 
allowing entry of foreign banks in domestic markets enhances the 
efficiency of domestic banking systems. Overall, IFI promotes growth 
by improving domestic financial systems (Levine 2001). However, two 
large developing countries - India and China - have survived many 
crises and grown remarkably while both have strong controls on capital 
flows (Stiglitz 2000). 

There have been a number of studies in this context across the globe. In 
general, two types of arguments exist in existing literature. One school 
of thought argues that there is a positive relationship between capital 
account openness and growth while another school of thought finds no 
relationship between the two. The results show a mixed response which 
is inconclusive in nature. 

Among earlier empirical studies, Quinn (1997), Klein and Olevei 
(1999), Baillue (2000) and Kose et al. (2009) found a positive 
relationship between capital account openness and growth. These 
studies used panel data techniques, mostly dynamic panel. Quinn (1997) 
took data from the Annual Report on Exchange Arrangements and 
Exchange Restrictions (AREAER) in 66 countries over the period 
1960-89 for building an index on capital account openness. However, 
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the positive relationship may have arisen as the sample of years did not 
cover the low growth period of the 1980s. Baillue (2000) investigated 
that capital flows foster economic growth only when the banking sector 
has achieved a certain level of development. The relationship turned 
negative when the banking sector was poorly developed broadly arguing 
that the domestic financial sector helps in the generation of economic 
growth from international capital flows. 

There have been some other studies that have looked for indirect effects 
of financial sector development, institutions, governance and 
macroeconomic stability (Kose et al. 2009), and argued that international 
integration is likely to have positive effects under a higher level of 
development and macroeconomic discipline. Klein and Olevei (1999) 
examined whether there is a link between capital account liberalization 
and financial depth with economic growth and showed that countries 
with open capital accounts have more financial depth than others which 
have restrictions on their capital accounts. Further, the study mentions 
that with the deepening of financial markets, capital account 
convertibility has a positive effect on growth. However, this finding is 
largely driven by the presence of industrial countries in the sample. 
Capital account liberalization promotes financial depth when associated 
with institutional quality. The study further suggests that policy change 
associated with adequate institutions and macroeconomic policies can 
bring in benefits of capital account liberalization.

On the other side, there are studies that have also found an opposite 
relationship between capital account liberalization and growth. Rodrik 
(1998) investigated the impact of capital account liberalization on 
macroeconomic performance and showed that there is no significant 
effect of capital account convertibility on macroeconomic performance 
indicators like growth, investment or inflation after controlling some 
other growth determinants. With the extension of the estimation to 
countries having strong institutions, the study could not establish any 
significant beneficial effects.

Further, Prasad et al. (2006) attempted to find a relationship between 
growth and foreign capital through a cross-country analysis, but could 
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not establish a positive and significant relationship between the two. 
Their study showed that non-industrial countries which relied more on 
foreign finance did not grow faster in the long-run though there was the 
existence of a positive relationship in the case of industrial countries, 
with the possible reason for this being the limited ability of non-
industrial countries to absorb foreign capital. Edison et al. (2002) 
examined the effect of IFI on economic growth and did not reject the 
null hypothesis that IFI does not accelerate economic growth. This 
remained true even after controlling for various economic, financial and 
institutional factors. Grilli et al. (1995) found that high inflation and 
lower interest rates were more likely to be present with capital controls. 
Inflation was more prevalent under left-wing and coalition governments. 
Further, a lower interest rate was seen in countries which had capital 
account and current account restrictions. Their study did not find any 
robust relationship between capital account restrictions and growth. A 
large black market premium was associated with low growth. Capital 
controls were more prevalent when central banks lacked independence 
and also in countries with underdeveloped tax systems and closed 
economies. The problems with financial globalization can be remedied 
through deep institutional reforms. 

Rodrik and Subramanian (2009) argued that developing countries are 
more likely to be investment-constrained than savings-constrained, and 
foreign capital sometimes aggravated this investment constraint by 
appreciating the real exchange rate and reducing profitability and 
investment opportunities in the traded goods sector. This was not helpful 
for long-run growth. 

The low correlation between capital account openness and economic 
growth has also been examined by Henry (2007), and it has been 
observed that most studies do not address the theory. Studies that 
address theory have enough reasons for finding significant effects of 
liberalization on price of capital, investment and growth. This study 
argues that theory always advocates a short-run impact of liberalization 
on growth, while generally studies test for a permanent effect. Further, 
a separate treatment for developed and developing countries has also 
been advocated. It has also been shown that the highly used share 
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variable that shows the number of years without capital restrictions has 
sources of measurement errors. 

Evidence shows that capital account liberalization brings in a temporary 
increase in investments and higher growth. The prevalence of cross-
sectional regressions of national growth rates on policy variables has 
been cited as the main reason for the little correlation of capital account 
liberalization with growth.

The idea of capital account liberalization generating growth being 
dependent on the level of development has found some evidence in 
Edwards (2001).An open capital account positively affects growth only 
after an economy reaches a minimum level of economic development, 
supporting the view that capital account liberalization should be 
sequenced properly. This interpretation has been explored by interacting 
capital account openness term with standard measures of financial 
development, and has found that while the capital account term has 
negative coefficients the interactive term has positive coefficients. For 
financially developed economies capital account openness is a boon, 
but at a low level of development it may have a negative effect on 
performance. Overall, it has also been shown that the effects on EMEs 
are very different from those on AEs.

From a review of empirical literature on capital account convertibility 
and growth it is clear that capital account convertibility does not 
necessarily lead to growth. The results reported are clearly sensitive to 
the variables employed, countries used and even on the econometric 
methodology employed. In the present study, the most used econometric 
methodology was chosen, while restricting the sample of countries. 
Many empirical investigations have used either de jure measures like 
restrictions on capital flows or de facto measures like actual capital 
flows. However, de jure measures are criticized for not revealing the 
actual severity of restrictions placed in accessing domestic markets. 
Given these difficulties, de facto IFI indicators are used in this study, 
that is, total capital flows as a share of GDP, total capital inflows as a 
share of GDP, etc. Further, to highlight the average level of external 
openness over a period of time, stock measures are applied to the 
empirical work.
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Section III 
Growth and Capital Inflow

The Asian continent, particularly the emerging and developing Asia1 is 
getting more and more significant in the world economy. With rapid 
growth, it is capturing a bigger share in world GDP (Chart 1). In terms 
of purchasing power parity (PPP), it accounts for one-fifth of the total 
world GDP. It may be added that this share will increase (upto one-third 
of the world GDP) if the GDP of AEs like Japan and South Korea is 
added to it. The growth potential of this region has also attracted heavy 
capital inflows.

The past five years have been a period of high monetary easing in AEs. 
During this period central banks of AEs like US, UK, Japan and the 
Euro area went in for massive injection of liquidity into the financial 
systems to fight the adverse impacts of the global financial crisis of 
2008. Following this, global liquidity increased in the past five years 
and led to an increase in private capital flows into the emerging and 

1 Emerging and developing Asia comprises of 29 countries (following the IMF classification): 
Bangladesh, Bhutan, Brunei Darussalam, Cambodia, China, Fiji, India, Indonesia, Kiribati, Lao 
P.D.R., Malaysia, Maldives, Marshall Islands, Micronesia, Mongolia, Myanmar, Nepal, Palau, 
Papua New Guinea, Philippines, Samoa, Solomon Islands, SriLanka, Thailand, Timor-Leste, 
Tonga, Tuvalu, Vanuatu and Vietnam.

Source: WEO database
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developing economies of Asia 2 (Chart 2). Further, in the last one year, 
private capital flows were mostly dominated by private portfolio flows.

GDP growth in Asian economies during 1991-2010 was impressive 
despite the two crises of 1997 and 2008. GDP growth was less than 5 
percent in the early 1990s. It saw robust growth in the mid-1990s, only 
to be followed by sharp decline to below 4 per cent in 1998. After 1998, 
it started soaring and reached a level of more than 11 percent around 
2007. The impact of the global crisis was evident in the decline in growth 
in subsequent years. In sum, GDP growth was at an impressive rate of 
around 8 percent during 1991-2012.

The Asian region witnessed capital inflows as a corollary to its high 
growth. Private financial flows remained robust; average private 
financial flows remained at around 2.5 percent of its GDP during this 
period. There was an increase from about 3 percent of the region’s GDP 

2 First, weighted average series of annual money supply for the G7 countries was calculated, 
in which the growth rate of money for each G-7 country (in domestic currency terms) was 
weighted by the respective country’s GDP share when taken in US dollars. In the second step, 
the weighted average GDP growth was obtained for the G7 countries at an annual frequency 
where the growth rate of nominal GDP (in local currency) for each G7 country was weighted by 
the country’s GDP (calculated in US dollars) share in the G7. As a final step, the excess money 
growth was calculated by subtracting the average GDP growth series from the average money 
supply growth series (Rishabh and Sharma 2014).
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in 1991 to around 5 percent in 1996. In 1996-99, the region witnessed a 
massive outflow due to the crisis. However, capital inflows picked up 
again before falling around the time of the global financial crisis of 
2008, and resumed later till 2011. The high growth phase has always 
been associated with high capital flows that indicate a possible 
relationship between the two (Chart 3).

The current account of emerging and developing Asia remained 
continuously positive after the 1997 crisis. This indicates that savings 
were more than investments (Chart 4). It also highlights that in Asia 
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the dependence of growth on external finance declined over a period of 
time. Further, in private financial flows, direct flows always remained 
positive, while portfolio flows turned negative during the crisis period 
of 1997 and 2008 (Chart 5).

Capital flows to Asia are driven by both pull and push factors. The pull 
factors are: the region has remained politically stable despite insurgency 
in some countries. Almost all countries are going through a 
democratization process. Property rights are secure in this region and it 
gives investors enough protection against any change in law. Economic 
conditions have remained robust and have improved with rapid 
economic growth over the years. Despite the global crisis, the growth 
prospect remained bright for the region. The growth is bringing rapid 
transformation in infrastructure and is generating more positive spill-
overs to investments. The region has largely remained resilient to the 
crises emanating from other places in the world. Unlike most other 
regions, this region has a  very stable economic atmosphere. The high 
population offers a big place for marketing and also favourable low 
wages. It also provides high returns to investments in the region.

The push factors are also equally important. Internationally, yield has 
remained low. AEs have been in a  monetary accommodation phase for 
a long period. International investors are in search of yield. In an attempt 
to diversifying and to reduce risks to their overall investment portfolios, 
investors have been putting excess cash into instruments of this region.



 INTERNATIONAL FINANCIAL INTEGRATION, CAPITAL FLOWS    49
 AND GROWTH OF ASIAN ECONOMIES

Section IV 
External Integration of Asian Economies

The modernization of the Asian economies has propelled them towards 
more integration with the outside world. Taking the ratio of external 
assets and liabilities to GDP as a broad indicator of international 
financial integration, the figures for external integration of Asian 
economies are given in Table 1, along with the figures of two AEs - 
UK and the US for comparison. In Asia the figures of selected major 
economies show that generally their external integration is following 
a rising trend. In most of the economies, the external integration did 
not decline even after the crises of 1997 or 2008. It may be observed 
that Asian economies are not as open as AEs like UK and the US. In 
Asia, while Japan and Malaysia have the most integrated external 
sectors, external sectors of India, Pakistan and Bangladesh are the 
least integrated with the outside world.

In most of the economies external liabilities are more than external 
assets. In the case of China and Japan, assets are more than liabilities 
(Table 2). Gross asset positions have expanded over the years and 
their rapid expansion beyond the minimum required for settling 
current account transactions shows that it is for enhanced risk sharing 

Table 1: International Financial Integration of Major Asian Economies 
 (per cent of GDP)

Country 1981 1991 1997 2008 2011

Bangladesh 31 55 45 47 44
China 15 43 62 100 109
India 16 34 38 66 62
Indonesia 37 88 95 69 80
Japan 34 103 104 184 195
Korea 64 32 58 111 142
Malaysia 96 118 144 176 230
Pakistan 40 51 55 61 53
Philippines 71 97 93 94 104
Thailand 44 80 112 135 171
Vietnam 0 0 102 112 119
UK 229 330 484 1204 1405
USA 49 80 118 302 318

Source: Philip-Lane database and WDI.
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and, at the same time, it also raises the risks of counterparty failure 
(Obstfeld 2005).

For an emerging and developing Asia, financial vulnerability 
indicators are improving over the years with external integration. 
The current account of developing Asia is in surplus while earlier 
it was in deficit. Further, the reserve level has also improved. The 
external debt to GDP ratio has improved significantly after the recent 
global crisis and in recent times the share of direct investment in total 
private capital flows has also improved. All these indicate that Asia’s  
financial vulnerability indicators have been getting better over the 
years (Table 3). The share of short-term debt in total external debt has 

Table 2: Assets and Liabilities of Major Asian Economies 
 (per cent of GDP)

Country Assets Liabilities
1991 1997 2008 2011 1991 1997 2008 2011

Bangladesh 7 6 11 12 48 38 36 32
China 24 29 66 65 19 33 34 44
India 3 9 25 22 32 29 41 40
Indonesia 17 14 20 22 71 81 49 58
Japan 57 63 118 126 46 41 67 69
Korea 12 24 53 67 20 34 59 75
Malaysia 50 50 94 117 68 94 81 113
Pakistan 5 7 10 11 46 48 51 41
Philippines 23 24 37 48 73 69 57 57
Thailand 22 26 65 80 58 86 70 91
Vietnam 0 12 34 23 0 90 78 96
UK 165 238 599 694 166 245 605 711
USA 37 54 139 146 43 64 163 173

Source: Philip-Lane database and WDI.

Table 3: Indicators of Financial Vulnerability of Asian Economies

1991-97 1998-2008 2009-2013

Change in Current account balance (US$ billion) -16 150 146
Current account balance (to GDP) -1 3 2
Change in reserves (US$ billion) 30 218 408
External debt, total (to GDP) 31 24 15
Share of direct investment in private financial flows 65 -31 99

Source: WDI and WEO database.
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also remained broadly stable in various economies, except in the case 
of China and Malaysia (Chart 6).

Section V 
Empirical Work on a Relationship between IFI and Growth

In this section, the effect of capital account liberalization on growth 
is examined. It is generally argued that IFI has an effect on growth. 
To obtain an intuitive impression about the effect of IFI on growth,  
Table 4 presents the growth of major economies of Asia and the indicator 

Table 4: Growth of Asian Economies and their International Integration

Economies Mean Integration Average GDP Growth ( %)

Bangladesh 49 3.82
China 76 9.51
India 48 5.00
Indonesia 84 3.27
Japan 149 0.69
Korea 87 4.04
Malaysia 174 3.47
Pakistan 52 1.95
Philippines 100 2.11
Thailand 125 3.42
Vietnam 59 5.90

Source: Philip-lane database and WDI.
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of their integration with the outside world in terms of average external 
assets and liabilities to GDP ratio during 1991-2010. It makes clear 
that there are fast growing countries which are less integrated with the 
outside world, and there are also some slow growth economies which 
are more integrated with the outside world. From Table 4 it can be 
inferred that external integration does not have much correlation with 
the growth rates of major Asian economies.

However, a detailed empirical analysis is required on IFI and growth for 
finding a robust relationship between the two.

Data sources

While there are arguments and counter-arguments over whether IFI 
enhances growth, the difficulty in undertaking any empirical exercise 
on this aspect is compounded by the choice of indicators to measure 
IFI. Countries apply a wide range of price and quantity controls on 
various financial transactions to modulate the flow of capital. Measuring 
differences in the nature, intensity and effectiveness of barriers to 
international financial transactions creates technical problems for 
researchers (Eichengreen 2001). The International Monetary Fund’s 
(IMF’s) restriction measure is mostly used as an indicator of government 
restrictions on international transactions. It divides countries as per the 
presence and absence of restrictions and it does not give any indication 
of the actual magnitude of these restrictions. Hence, most empirical 
studies use de facto measures like actual capital flow to GDP ratio as an 
indicator of international financial integration.

These types of measures are not subjective and are widely available 
(Edison et al. 2002). The problems associated with both de jure and 
de facto measures of IFI are well known. Overall, de jure measures 
are subjective. There are instances of countries which apply different 
regulations for different nationalities and different regulations for 
inflows and outflows but all these affect de jure measures similarly. 
Though all these arguments compel us to use de facto measures, the 
problems associated with them are also unlimited. Even if they provide 
more information about openness, they have limitations when it comes 
to showing the actual severity of regulations (Obstfeld 2012).
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In this study, de facto indicators such as total capital flows and total 
capital inflows to GDP ratio are used as indicators of IFI as they 
highlight the ability to receive foreign capital and the ability of residents 
to go for international investments. Further, capital inflow as a share of 
GDP is used as it has often been emphasized that this has an effect 
on growth. Secondly, Lane and Milesi-Ferretti’s ratio of total stock of 
foreign assets and liabilities to GDP and ratio of total stock of foreign 
liabilities to GDP are taken as indicators as these help in giving the idea 
of an average level of openness.

Most of the studies on the effect of IFI on growth generally augment 
a basic growth model comprising schooling, investment, population 
growth and initial year GDP by an indicator of capital account 
liberalization. In line with this, in this paper, the model and econometric 
techniques availed from recent literature have been applied (Edison 
et al. 2002). In growth regressions, initial economic conditions are 
controlled to take out the effect of these drivers of growth (Barro and 
Sala-I-Martin, 1992). In line with the earlier model, real per capita 
income growth was regressed on initial income, average years of 
schooling, average consumer price inflation, budget deficits and on the 
measure of IFI. The likely effects of economic variables are given in 
Table 5.

A panel data technique was used to exploit the time series as well as the 
cross-sectional nature of the data. For assessing the growth effects of 

Table 5: Variables and Expected Effect on Growth

Variables Measurement /Description Likely Effect

Initial 
Income

Real per capita GDP in the initial year of the period
 (Generally countries with lower initial income are expected to 
see higher growth)

Negative

Initial 
schooling

Total year of secondary schooling in the initial year
 (Generally higher human capital is likely to generate higher 
growth)

Positive

Inflation Change in Consumer Price Index
 (shows macroeconomic policy management )

Negative

Government 
Balance

Fiscal deficit to GDP ratio
 (Another measure of macroeconomic policy which is expected 
to have a positive contribution when it is in surplus)

 Negative
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IFI, the effects of other growth determinants were controlled. Growth 
refers to real per capita GDP growth. This study used panel data from 
11 major economies of Asia during 1991-2010. The countries are 
Bangladesh, China, India, Thailand, Malaysia, Indonesia, Pakistan, 
Vietnam, Philippines, Japan and Korea. The variables used in this study 
were taken from various sources: (i) Real per capita GDP (source:World 
Development Indicator, the World Bank), (ii) investment–GDP ratio 
(source: WDI), (iii) inflation (source: WDI), (iv) government balance 
(source: ADB and others), and (v) enrolment rate (source: the Barro-Lee 
data base). Total capital flows and total capital inflows data were taken 
from IFS (International Financial Statistics, International Monetary 
Fund). Data for 20 years were taken and the averages calculated (except 
in case of initial income) for a non-overlapping four years interval so 
that five data points were created for every economy. Averaging was 
done to take out the cyclical behaviour of the data and smooth out its 
short-run fluctuations.

Methodology

A system generalized method of moment (GMM) and random effect 
model were used. Since the random effect model is very common, only 
the methodology of GMM is described here.

System GMM

GMM was used as it takes care of the endogeneity of the capital inflow, 
that is, a high growing economy is likely to attract more foreign capital.

The elementary level of panel estimation follows the regression equation:

  (1)

where  is the real per capita income,  is the explanatory variables,  
is the country specific effect and shows the disturbance term and i and t 
represent country and time period.

Rearranging equation1 leads to a dynamic model of first order:

  (2)
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To eliminate the country specific effect, equation2 can be written in first 
differences:

  
(3)

Instruments were used to control the endogeneity of the explanatory 
variables and correlation of the error term with lagged dependent 
variables. In this context, the system GMM estimator was used.

The system GMM adds a standard set of equations in first differences 
with lagged levels as instruments with an additional set of equations in 
levels with lagged first differences as instruments (Arellano and Bover 
1995).

Estimation Results

Most of the studies augment a basic growth model by an indicator of 
capital account liberalization. In line with this, real per capita income 
growth was regressed on initial income, average years of schooling, 
average consumer price inflation and budget deficits and on the measure 
of IFI.

In this case, a cross-sectional analysis using OLS can be biased if capital 
flows are influenced by growth rate. The system GMM methodology 
takes care of this potential fallacy. The system GMM methodology was 
applied to the panel data and the results are given in Table 6.

The results show that initial income enters the equation negatively, 
indicating conditional convergence. Further, initial schooling is found 
to be positive and mostly significant. The government fiscal deficit 
appears with the expected negative sign but it is insignificant. Inflation 
remains mostly insignificant but its sign changes. Overall, control 
variables are well behaved.

The results do not reject the premise that IFI does not help in faster growth. 
However, the results change with the use of an alternative proxy of IFI. 
IFI affects growth significantly when gross capital inflow to GDP ratio 
or total stock of liabilities to GDP ratio is used as a proxy of IFI. Only 
for the gross capital inflow to GDP ratio, does IFI generate a positive 
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relationship with growth. These types of results can be interpreted as 
not rejecting the null hypothesis of no statistical relationship between 
IFI and economic growth. Even the sign of the impact changes when 
other indicators of IFI are used. Further, the results are mixed and are 
not consistent across indicators. Since the relationship between IFI and 
growth varies with a change in proxy of IFI, the study is unable to 
establish any robust relationship between the two.

The estimation passes through the specification tests successfully. The 
sargan test results do not contradict the econometric specification and 
the validity of the instruments. Further, the serial correlation test in the 
error terms at the second order level does not reject the model for the 
presence of serial correlation.

The evidence found so far is based on calculations done by lumping 
together various types of capital flows. All types of capital flows are not 

Table 6: Benchmark Growth Regression

Dependent variable: Real per capita GDP growth (System GMM estimation)

Proxy of IFI Gross capital 
flow

Gross capital 
inflow

Total stock of 
external asset 
and liabilities

Total stock of 
liabilities

Initial income -0.00 
 (0.11)

-0.00  
 (0.00)

-0.00 
 (0.42)

-0.00  
 (0.26)

Initial schooling 0.004
 (0.15)

0.009
 (0.00)

0.006
 (0.02)

0.006
 (0.03)

Government balance -0.002
 (0.31)

-0.002
 (0.30)

-0.001
 (0.22)

-0.001
 (0.17)

Inflation -0.001
 (0.25)

-0.002
 (0.07)

0.000
 (0.93)

0.000
 (0.62)

IFI 0.001
 (0.34)

0.003
 (0.01)

-0.000
 ( 0.39)

-0.000
 (0.00)

Constant 0.031
 (0.22)

0.015
 (0.43)

0.015
 (0.40)

0.042
 (0.03)

AR (2) (p-value) 0.57 0.81 0.41 0.41
Sargan test (p-value) 0.74 0.80 0.64 0.66

Note: The results are of robust one-step Arellano-Bond System GMM dynamic panel estimation. 
P-values are given in the brackets. For the system GMM, international financial integration is 
treated as an endogenous variable, while initial income, initial schooling, government balance 
and inflation are treated as exogenous variables.
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equal. FDI is believed to yield more benefits than other types of capital 
flows. The effects of financial openness are likely to be more revealing 
with the use of disaggregated data. A disaggregated data analysis can 
also reveal the channel through which capital flows affect growth.

It has been argued that it is not just capital flows but there are other 
benefits from international integration like development of the financial 
sector, building of good institutions and macroeconomic discipline. 
These collateral benefits can bring in higher growth. A corollary of this 
argument is that collateral benefits may boost growth by increase in 
total factor productivity (Kose et al. 2009).

Further, while more integrated economies do not grow faster, it is 
possible that the growth effect is conditional on the types of capital 
flows or third factors such as the institutional framework (Edwards 
2001, Alfrao et al. 2005), and exploring these issues in greater detail 
is a very important area of further research. The mixed result of the 
previous estimation highlights the need to look into the growth effects 
of different types of capital flows. Even though the overall opening of 
the economy (both inward and outward) can have a mixed impact on 
growth, whether the capital flows have any significance for the growth 
process needs to be empirically tested. In this paper, the growth effects 
of various types of capital flows were examined in detail keeping the 
other issue of institutional framework for another research paper.

The real per capita GDP growth was regressed on different types of 
capital flows; the results are given in Table 7. It may be added that the 
effect of capital flows on growth changes with the use of different types 
of capital flows. When total inward capital inflow is used, there is a 
positive and significant relationship. Similarly, inward direct investment 
and inward portfolio flows have a positive and significant relationship 
with growth. In the case of other type of flows, the result is positive but 
insignificant.

These results indicate that capital flows do accentuate growth in Asia. 
In order to gain clarity over the issue, there is a need to look into the 
theoretical aspect. Theory says capital flow (or international financial 
integration) affects growth through enhancing investment and also by 
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enhancing productivity. An inflow of capital increases the available 
investments and growth. But capital flow can also help growth through 
productivity increase. This arises when IFI brings in better utilization of 
domestic savings and increases efficiency in financial intermediation. 
Further, in the absence of capital inflows, increased competition, 
technology transfers and institutional developments from global 
integration can help in boosting growth (Levine 2006, Schularick et al. 
2007).

In a standard growth model, GDP per capita growth is a function of 
income level, investment ratio, human capital and growth in population. 
In the regression capital inflow is added as an additional regressor. 
If capital inflow affects growth mostly as an addition to investment, 
then the capital inflow variable is likely to remain insignificant in the 
presence of investment. In contrast, if it affects growth mostly through 
productivity enhancement, then it is likely to remain significant in the 
presence of the investment variable (Schularick and Steger 2007).

Table 7: Effects of Different Types of Capital Flows on Growth

Dependent variable: Real per capita GDP growth (System GMM estimation)

Proxy of IFI Inward 
capital flow

Direct 
Investment

Portfolio flows Other flows

Initial income -0.00 
 (0.001)

-0.00
 (0.04)

-0.00
 (0.001)

-0.00
 (0.001)

Initial schooling 0.009
 (0.002)

0.007
 (0.02)

0.009
 (0.001)

0.01
 (0.001)

Government balance -0.001
 (0.30)

-0.002
 (0.21)

-0.0004
 (073)

-0.002
 (0.26)

Inflation -0.0002
 (0.80)

-0.0006
 (0.48)

-0.0001
 (0.93)

0.0001
 (0.95)

IFI 0.0018
 (0.02)

0.005
 (0.04)

0.005
 (0.04)

0.002
 (0.14)

Constant 0.001
 (0.53)

0.011
 (0.59)

0.006
 (0.77)

0.006
 (0.77)

AR (2) (p-value) 0.74 0.59 0.85 0.47
Sargan test (p-value) 0.21 0.16 0.20 0.18

Note: The results are of robust one-step Arellano-Bond System GMM dynamic panel estimation. P-values 
are given in the brackets. For the system GMM, international financial integration is treated as an 
endogenous variable, while initial income, initial schooling, government balance and inflation are treated 
as exogenous variables.



 INTERNATIONAL FINANCIAL INTEGRATION, CAPITAL FLOWS    59
 AND GROWTH OF ASIAN ECONOMIES

The regression shows that inward capital flows and inward portfolio 
flows affect growth primarily through the productivity channel  
(Table 8).

Even after the impact of investment is controlled, both these inflows 
have a significant effect. In the presence of capital flow variable, the 
significance of the investment declines to below the conventional 
significance level, which highlights some degree of collinearity between 
capital flow and the investment ratio.

There are some interesting findings from the estimation results. The 
basic neo-classical growth model appears to have worked well in this 
regression also. Conditional convergence is achieved as initial income 
has a negative sign. Both physical investment and human capital work 
in the desired direction, though the human capital variable is marginally 
above the 10 percent level of significance. The population growth 
variable appears with the expected negative sign.

Table 8: The Standard Neo-classical Growth Model

Dependent variable: Real per capita GDP growth (System GMM estimation)

Regression Without 
capital flow

Inward 
capital flow

Inward 
Direct 

capital flow

Inward 
portfolio 

flow

Inward
 other flow

Initial income -0.00
 (0.038)

-0.00 
 (0.02)

-0.00
 (0.17)

-0.00
 (0.03)

-0.00
 (0.02)

Initial schooling 0.007
 (0.11)

0.007
 (0.09)

0.005
 (0.21)

0.004
 (0.25)

0.008
 (0.08)

Population growth -0.48
 (0.47)

-0.43
 (0.49)

-0.52
 (0.42)

-0.91
 (0.13)

-0.37
 (0.57)

Investment 0.001
 (0.07)

0.001
 (0.27)

0.001
 (0.21)

0.001
 (0.36)

0.001
 (0.16)

Capital flow - 0.002
 (0.06)

0.004
 (0.19)

0.006
 (0.02)

0.001
 (0.33)

Arellano-Bond test 
(P-value)

0.99 0.48 0.17 0.91 0.32

Sargan test 
(P-value)

0.09 0.68 0.23 0.73 0.45

Note: The results are of robust one-step Arellano-Bond System GMM estimation. For the 
system GMM, international financial integration is treated as an endogenous variable, while 
initial income, initial schooling, population growth and investment are treated as exogenous 
variables. P-values are given in the brackets.
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Looking at the channels through which capital inflows affect growth, it 
is evident that there are signs of the productivity channel working here. 
It appears that total capital inflows have a productivity effect on the 
growth process. However, though capital flow variables are significant 
in growth regressions, some of them turn insignificant in the presence of 
the investment ratio. The significance of investment also declines in the 
presence of the capital flow variable, which indicates that there is some 
collinearity between the capital inflow and investment ratio. To delve 
deeper, aggregate investment is regressed on capital inflow variables. If 
capital inflow brings in higher investments, then there is most likely to 
be a significant relationship between capital inflows and investments.

To find the relationship between capital inflows and investment, 
investment was regressed on initial income, inflation, government 
balances, human capital, and then the capital flow variable was added to 
it. The random effect panel regression was applied, as suggested by the 
Hausman test. The results of the random effect panel regressions which 
are given in the Table 9 highlight the relationship between capital 

Table 9: Determinants of Aggregate Investment

Dependent variable : Investment GDP ratio (Random Effect panel estimation)

Inward capital flow 0.86
 (0.00)

Inward direct capital flow 1.93
 (0.00)

Inward portfolio flow 1.84
 (0.01)

Inward other flows 0.79
 (0.003)

Initial income -0.0002
 (0.38)

-0.0001
 (0.95)

-0.0002
 (0.40)

-0.0003
 (0.20)

Govt balance -1.07
 (0.00)

-1.39
 (0.00)

-1.44
 (0.00)

-1.23
 (0.001)

Inflation 0.08
 (0.63)

0.04
 (0.80)

0.14
 (0.47)

0.179
 (0.345)

Initial schooling 0.20
 (0.78)

-0.20
 (0.78)

0.34
 (0.67)

0.87
 (0.26)

Constant 26.74
 (0.00)

28.83
 (0.00)

28.63
 (0.00)

25.08
 (0.00)

Note: Random-effect panel estimation. P-values are given in the brackets. 
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inflows and investments in Asia. All the regressions suggest capital 
inflow measures to be statistically significant. This seems to suggest 
that with greater openness, Asian economies witnessed an increase in 
investments. 

Section VI 
Conclusion

This analysis of the process of international financial integration of 
some major economies of Asia is unique in certain respects. The 
investigation of a relationship between IFI and economic growth in 11 
Asian countries over 1991-2000 is the first comprehensive study of its 
kind even though such investigations have been done in other parts of 
the globe. Another distinguishing feature of this study is that it uses a 
wide array of IFI indicators to study the effect of IFI on growth in Asia. 
Further, it chose different capital inflows as proxy for IFI and studied 
their effect on growth. It also examined channels of growth from capital 
inflows.

To study the relationship between IFI and economic growth, this study 
employed GMM estimation. The models were run while controlling 
for initial income, human capital and macroeconomic variables. The 
possible reason for the lack of a robust positive relationship may be that 
these countries have not crossed threshold conditions for international 
integration. These conditions may be linked with the absence of well-
developed financial markets and better institutional and regulatory 
frameworks.

Even though the overall impact of IFI on growth was found to be mixed, 
this study threw up some useful results. It reconfirmed the general 
observation about the low degree of Asia’s financial integration both 
with the world and within the region (IMF 2011).The paper observed 
that Asian economies, barring Japan and Malaysia, were not as much 
externally open as advanced countries such as the US and the UK. 
However, the external financial integration of Asian economies was 
following a rising trend. Further, financial vulnerability indicators of 
the Asian economies too have improved over the years.
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At the disaggregated level, it may be added that capital inflows had a 
significant positive association with the growth process. Growth in Asian 
economies came from both investment and productivity channels. Both 
direct investment and portfolio flows had positive effects on growth, 
though portfolio flows primarily had an effect on productivity increase 
also. Keeping in view the lack of research on this aspect in Asia, this 
study was an attempt to open up new research in this area.

To conclude, we would like to mention some recent developments which 
might encourage trends towards greater IFI in the region in the future. 
Following the great financial crisis, the exit of European banks and the 
entry of Australian and Japanese banks in other Asian countries is a trend 
which may be indicative of higher financial integration within the region. 
The setting of the BRICS Bank and the Asian Infrastructure Investment 
Bank (AIIB) also heralds an era with finance getting centred towards 
emerging economies in general, and Asian economies in particular. The 
slow growth in AEs except the US, is also forcing the Asian economies 
to focus within the region for exports markets. Higher trade integration 
might prove to be a harbinger of higher financial integration within the 
region. Talking specifically about India, policymakers are considering 
pacing up its move towards capital account convertibility as India 
thrives to become one of the fastest growing economies in the world.
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Introduction

Since the banking sector reforms, the Indian banking sector has been 
evolving with increased emphasis on competition and enthused 
technology-based services towards universal banking. Banks have 
implemented core banking solutions, enterprise risk management and 
business process re-engineering and reached social banking which has 
enrooted the performance, productivity and efficiency of the Indian 
banking sector. Banking sector reforms in India were initiated in 1992 
with one of the major objectives being the strengthening of Indian 
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banks by improving their productivity, efficiency and profitability. The 
advancement of information technology (IT) in the Indian banking 
sector and other financial intermediaries resulted in growth and 
development of banks’ productivity and efficiency. There has been 
noticeable improvement in the performance of financial institutions 
and the service sector by incorporating IT into their functionality. 
These show an increasing share and enhanced competitiveness at 
the global level because of adopting the IT culture (Leeladhar 2006). 
Higher productivity led to a decrease in credit risk and a positive 
influence on bank capitalization, whereas poor performers were 
more prone to risk taking than better performing organizations (Das 
and Ghosh 2004). IT improvements are useful for reducing costs and 
improving the efficiency of banks. Technological efficiency can result 
in lower transaction costs and increased revenues for banks (Rishi 
and Saxena 2004). Finance growth literature suggests that if banks 
become better functioning entities, this will expectedly be reflected 
in safety and soundness of the financial system and will ultimately 
lead to an increase in the rate of economic growth. The efficiency and 
productivity analysis of the banking sector is also useful to enable 
policymakers to identify the success or failure of policy initiatives or, 
alternatively, highlight different strategies undertaken by banking firms 
which contribute to their successes (Mohan 2005).1 It is evident from 
the fact that the intermediation cost of the Indian banking sector has 
been drastically reduced from year 1990 to 2012 which is an indication 
of reduction of operating expenses. The operational cost for technology 
and technology based services is one of the component of operating 
expenses. Banks’ h igh value transactions are routed through Real 
Time Gross Settlement Systems (RTGS) which is a proven efficient 
payment and settlement mechanism provided by the Reserve Bank of 
India and has led to a paradigm shift due to IT initiatives in the banking 
sector. The gross value of electronic payments cleared and settled in the 
country is presently almost 7.5 times larger than India’s annual GDP.2

1 Author’s calculations using data from statistical tables relating to banks in India of the Reserve 
Bank of India’s publication (various years).
2 Author’s calculations using the Reserve Bank of India’s monthly bulletin.
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The banks need to implement robust information systems and IT 
architecture and should harness the power of IT systems for business 
development. Besides, a strong IT system will also aid in the adoption 
of better risk management practices (Chakraborty 2013).

The objective of this paper is 2-fold. First, the study estimates TFP for 
the Indian banking sector covering public, private and foreign banks 
operating in India using non-parametric the Malmquist Productivity 
Index approach employing t h e  Data Envelopment Analysis (DEA). 
Second, it estimates the impact of information technology on the 
productivity of the Indian banking sector by using a multiple regression 
model. The rest of the paper is organized as follows. Section II deals 
with the review of related literature. Section III depicts the methodology 
employed. Section IV is about data, variables and analysis. Section V 
provides a conclusion to the study.

Section II 
Review of literature

There are few studies related to the impact of IT on the banking industry. 
However, research contributions available in this area are reviewed in 
this section. A literature review is arranged chronologically in both the 
foreign as well as Indian context.

Berg et al. (1992) studied the change in productivity in the Norwegian 
banking industry for 1980-89. Their study concluded that productivity 
declined on average before deregulation and it showed an increasing 
trend after deregulation in 1984-85. Grifell et al. (1997) analysed the 
various causes of productivity change in the Spanish banking industry 
for 1986-93 by using the Malmquist Productivity Index. They found 
that commercial banks had a lower rate of productivity growth as 
compared to saving banks but these banks had a higher rate of potential 
productivity growth. Das and Ghosh (2006) examined the inter-
relationship among risk, capital and productivity changes in public 
sector banks in India from 1995-96 through 2000-2001. He concluded 
that higher productivity led to a decrease in credit risk and a positive 
influence on bank capitalization. Poor performers were more prone to 
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risk taking than better performing organizations. The study supported 
the fact that productivity, capital and risk taking tend to be determined 
jointly and that these compensated each other.

Janki (2002) analysed the effect of technology on the productivity of 
employees for 1986-91 by employing the DEA methodology. He found 
that public sector banks had the highest efficiency followed by foreign 
banks. Private banks were found to be the least efficient. The author also 
found a temporal improvement in the performance of foreign banks. 
Ram Mohan and Ray (2004) attempted a comparison between public 
sector banks and their private sector counterparts based on measures 
of productivity during 1992-2000. They used Tornqvist and Malmquist 
Total Factor Productivity growth for comparison.3 They found that 
there was no significant difference in productivity growth between the 
public and private sectors in the period under study. Bhandari (2010) 
studied Total Factor Productivity improvement achieved by 68 Indian 
commercial banks from 1998-99 to 2006-07. He decomposed the TFP 
into technical change, technical efficiency change and scale (efficiency) 
change. The results suggest that public sector banks were, on an 
average, adjusting themselves to the changing environment better and 
improving their performance relative to their counterparts under private 
and foreign ownership.

Beccalli (2007) investigated the effect of investment in information 
technology on the performance of European banks for 1995-2000 by 
using both the profit efficiency measure and standard accounting ratios. 
He argued that traditional accounting ratios may not reflect organizational 
capabilities, improved product variety, quality and customer satisfaction 
due to enhancement of information technology. Due to this reason, an 
advanced measure of productivity at the global level called x-efficiency 

3 The Tornqvist TFP Index is similar to the Malmquist Productivity Index. It is the ratio of two 
Tornqvist output and input quantity indices. The Tornquist Productivity Index can be measured 
without any knowledge of the underlying technology so long as data are available for the input 
and output quantities as well as the shares of the individual inputs and outputs in the total cost. 
The advantages of the Malmquist Index over other indices has been mentioned in Section III 
of this paper.
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was used. He found that the relationship between total IT investment 
and improved bank profitability or efficiency indicated the existence of 
a profitability paradox. The impact of IT investment on hardware and 
software seems to reduce banks’ profit performance whereas IT services 
from external providers have a positive influence on accounting profit 
and profit efficiency.

Koutsomanoli et al. (2009) studied bank efficiency and productivity 
change across Central and Eastern European (CEE) countries and 
across banks with different ownership status for 1998–2003 using the 
4directional technology distance function. Their results demonstrate 
strong links of competition and concentration with bank efficiency. 
Productivity for the whole region initially declined but improved more 
recently with further progress on institutional and structural reforms. 
Overall, productivity change in CEE was driven by technological 
change rather than efficiency change. Mittal and Dhingra (2007) 
assessed the impact of computerization on productivity and profitability 
of Indian banks employing DEA. Private sector banks, which took 
more IT initiative, were found to be more efficient in productivity 
and profitability parameters than public sector banks. Out of the 
many factors analysed, increased IT investments was one of the vital 
contributing factors for enhanced performance. (Rajput et al. 2011) 
studied the impact of IT on the Indian commercial banking industry 
based on the DEA technique. The results conveyed that all scheduled 
commercial banks showed a significant and improving trend in their 
performance due to the adoption of IT. There was an increasing trend in 
the performance of Indian banks because of IT innovations and enlarged 
investment in new information technologies during the recent time 
period 2005-10 as judged by a stochastic frontier analysis (Kumar et 
al. 2011). On both cost and profitability based parameters, productivity 
and efficiency of Indian banks has seen a definite improvement over 

4 The directional technology distance function proposed by Chambers et al. (1996) completely 
characterizes technology and allow firms to optimize by seeking simultaneously the maximum 
expansion of outputs and contraction of inputs that are technologically feasible. If the bank is 
technically efficient the value of the directional diction function would be zero. A positive value 
indicates inefficient production. For more details, see Chambers et al. (1996).
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the last two decades. Further at a bank group level, public sector banks 
performed better than new private banks and foreign banks on various 
benchmarks (Chakraborty 2013).

Section III 
Methodology

Productivity is generally defined in terms of the input and output 
produced by a firm. In a simple sense, it is defined as the ratio of input 
and output. The larger values of this ratio are associated with better 
performance of a firm. Productivity is also defined in terms of efficiency 
improvement and technical changes with which inputs are transformed 
into outputs in the production process. When multiple inputs and outputs 
are involved, productivity measure is the simple ratios of the output and 
input quantities called Total factor productivity (TFP) or Multi Factor 
productivity (MFP). It is an overall indicator of productivity of a firm in 
which how optimally uses all of its resources to create its yield.

Furthermore, TFP is a broader measure of economic and technical 
efficiency reflecting several other factors including managerial 
efficiency, economies of scale and human capital utilization; TFP 
can be split into two major components -- technological progress and 
improvement in technical efficiency. Technological progress is often 
directly related to TFP, especially in banking. A characteristic of the 
banking sector is its predominance of new technology which may be 
attributed to the introduction of latest technology, technology based 
service mechanisms, management, etc., which leads to the expansion 
of the best production frontier and thereby results in higher output with 
the given input of resources. A reader may refer to Coelli et al. (2005) 
for more details about productivity, efficiency and its measurements. 
Malmquist indexes can be estimated either by using an input-oriented 
approach or an output-oriented approach.

Conceptually input orientation means how much input quantities 
can be proportionally reduced without changing the output quantity 
produced. Output orientation means how much output quantities can 
be proportionally expanded without altering the input quantities used. 
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The two measures provide the same value under the Constant Return 
Scale (CRS) but are different when the Variable Return Scale (VRS) is 
assumed (for more details on CRS and VRS reader may refer to Coelli 
et al. 2005).

Even though both the input and output based Malmquist TFP indexes 
are widely used, by following and Isik and Hassan (2003), Jaffry et al. 
(2007) and Isik (2008), among others, the output oriented Malmquist 
Productivity Change Index is adopted for this study. Jaffry et al. 
(2007) pointed out that output orientation is more appropriate given 
the objectives of a developing country’s banking industry. The non- 
parametric DEA based Malmquist Productivity Index can be estimated 
by exploiting the relationship of 5distance functions to technical 
efficiency measures. This technique is an index of productivity change. 
Therefore, it does not require cost or revenue shares to aggregate inputs 
and outputs and was introduced to literature by Caves et al. (1982). In 
order to calculate the Malmquist Output Oriented TFP Change Index 
the first step is to define distance functions with respect to two different 
time periods.

A convenient way to describe a multi-input, multi-output production 
technology is to use the technology set, S. Following Fare and Primont 
(1995), the notations X and q are used to denote an N x l input vector 
of non-negative real numbers and a non-negative M x l output vector, 
respectively. The technology set is defined as

S = {(X, q): X can produce q}  (1)

This set consists of all input-output vectors (X, q) such that X can 
produce q.

Production technology defined by the set S, may be equivalently defined 
by the output set P(x) which represents the set of all output vector q, 
that can be produced by input vector X. The output set is defined by:

5 Distance functions are useful in describing technology in a way that makes it possible to 
measure efficiency and productivity. The concept of a distance function is closely related to 
production frontiers. The basic idea underlying distance functions is quite simple, involving 
radial contractions and expansions in defining these functions. The notion of a distance function 
was introduced independently by Malmquist (1953) and it has gained prominence only in the 
last three to four decades.
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 (2)

The output distance function is defined on the output set, , as:

 (3)

where δ is the ratio of two points in the production set. The Malmquist 
TFP Index in Fare et al. (1994) measures the TFP change between two 
data points by calculating the ratio of the distances of each data point 
relative to a common technology. Due to this, no longer do we have a 
situation where the ratio of the distance functions provides a measure of 
TFP change that is identical to technical change (that is, frontier shift). 
Thus, when panel data are available, one can obtain a measure of TFP 
change that has two components -- a technical change component and a 
technical efficiency change component.

Fare et al. (1994) take the Malmquist Index of TFP growth, defined 
in Caves et al. (1982), and describe how one can decompose the 
Malmquist TFP change measures into various components,including 
technical change and efficiency change.

The Malmquist (output-orientated) TFP Change Index between period 
s (the base period) and period t is can be written as:

 (4)

Alternatively, if in the period s reference technology is used, it is defined 
as:

 (5)

In these equations the notation  represents the distance from 
the period t observation to the period s technology. A value of greater 
than one indicates positive TFP growth from period s to period t while a 
value less than one indicates a TFP decline. The Malmquist TFP Index 
is often defined as the geometric mean of these two indices in the spirit 
of Caves et al. (1982). That is:

 (6)
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The distance functions in this productivity index can be rearranged to 
show that it is equivalent to the product of a technical efficiency change 
index and an index of technical change:

 (7)

The ratio outside the square brackets in equation 7 measures the change 
in the output-oriented measure of Farrell technical efficiency between 
periods s and t. The remaining part of the index in equation 7 is a 
measure of technical change.
It is the geometric mean of the shift in technology between the two 
periods, evaluated xt and also at xs Thus the two terms in equation 7 are:
Efficiency Change (EC)

  (8)

Technical Change (TC)

 (9)

Technical efficiency change can be decomposed into scale efficiency 
and ‘pure’ technical efficiency components when the distance functions 
in the equations given earlier are estimated relative to a Constant Return 
Scale (CRS) technology.
This decomposition involving scale efficiency has been widely used in 
the literature.
A number of additional possible decompositions of these technical 
efficiency changes and technical change components have been 
proposed by various authors. Some of these options are discussed in 
Fare et al.’s (1998) survey paper. The decomposition proposed by Fare 
et al. (1994) is given by:

Pure efficiency change:

  (10)
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and a scale efficiency change component. Scale efficiency change:

  (11)

The scale efficiency change component in equation 11 is the geometric 
mean of two scale efficiency change measures. The first is relative 
to the period t technology and the second is relative to the period s 
technology. The extra subscripts, v and c, relate to the VRS and CRS 
technologies respectively.

There are two major approaches for measuring the distance functions 
that make up the Malmquist TFP Index. One is non- parametric DEA-
like linear programming methods suggested by Fare et al. (1994), and 
the other approach is the use of stochastic frontier methods. Following 
Fare et al. (1994), one can calculate the distance measures in equation 6 
using DEA-like linear programmes. For the ith firm, we must calculate 
four distance functions to measure the TFP change between two periods. 
This requires the solving of four linear programming (LP) problems. As 
noted earlier, Fare et al. (1994) use a Constant Returns to Scale (CRS) 
technology in their TFP calculations. This ensures that resulting TFP 
change measures satisfy the fundamental property that if all inputs are 
multiplied by the (positive) scalar δ and all outputs are multiplied by 
the (non-negative) scalar α, then the resulting TFP Change Index will 
equal α/δ .
6The required LPs are:

 (12)

subject to 

6 The DEA based liner programme (LP) problems mentioned in equations 12–15 were solved 
using software DEAP02.1.LPs are calculated for each bank in the sample. All indices (EC, 
TC,PEC,SEC and TFP) are relative to previous years. Hence, the output begins with the second 
year only, that is, indices are calculated for 2005-12.In order to maintain uniformity data for 
multiple regressions is also considered for 2005-12.
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  (13)

subject to 

  (14)

subject to  

  (15)

subject to 

Section IV 
Data, Variables and Analysis

The DEA based Malmquist TFP Index requires bank inputs and outputs 
whose choice is always an arbitrary issue (Berger and Humphrey 
1997). They point out that the production approach might be more 
suitable for branch efficiency studies, as most of the times bank 
branches basically process customer documents and bank funding, 
while investment decisions are by and large, not under the control of 
branches. This study follows the asset approach proposed by Sealey and 
Lindley (1977) which views the institution as using labour, capital and 
deposits to produce earning assets. This approach is the most common 
in conventional literature. Moreover, banking literature has found that 
different approaches to measuring output have generally led to similar 
conclusions concerning the cost structures of financial firms (Mester 
1993).

This paper uses annual account data of banks operating in India during 
2004-12. The source of data is the balance sheets, profit and loss accounts 
generated from the Reserve Banks data warehouse, Database on Indian 
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Economy.7 A total of 58 banks including public sector banks, private 
sector banks and foreign banks operating in India were considered for 
the study. The banks with incomplete data were omitted. The data were 
cleaned and missed values estimated by averaging nearby points.

The data were deflated with the Wholesale Price Index during the 
period. The final data set is a balanced panel of 522 observations on 
outputs and inputs. This study used two output variables and three 
input variables. The output variables are: investments (y1) represent 
total investments including investments in non-SLR securities and net 
interest income (y2) is the total interest earned less total interest paid. 
The input variables are deposits (x1) which includes demand and time 
deposits, borrowings (x2) comprise of inter-bank borrowings and inter-
bank deposits at call or short notice not exceeding 14 days, and fixed 
assets (x3) comprise of balances with the ‘banking system’ in current 
account, balances with other banks in other accounts, money at call 
and short notice, advances to banks and other assets which cannot be 
classified under any of the four items.

The software package DEAP V2.1 was used to perform DEA and 
estimations. The descriptive statistics of the input and output variables 
were measured in lakhs which are used to construct TFP indices for 
2004-12 (Table 1).

It is interesting as well as useful to investigate the impact of information 
technology on the productivity of the Indian banking sector. For this, a 
multiple regression model was employed. The selection of IT variable is 
a challenging issue because of the lack of suitable published data. Most 
of the banking technology and related research is based on qualitative 
data or perceptions of technology experts. With these limitations, the 
available data was collected from various publications of the Reserve 
Bank of India.

7 All 26 public sector banks including the State Bank of India and its associates are considered. 
In case of private sector banks, some banks are not included as data is not available for the 
period 2004-12. Due to this, 16 private banks were considered. A good amount of banks have 
not been included in the case of foreign banks as most of the banks do not have information on 
all the variables considered for the study. Further many banks were established in India recently 
and therefore 16 foreign banks were considered for the study.
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The variables considered were total volume and value of paper 
transactions and electronic transactions turned out in the country 
during 2005-12.6 The ratio of cheque transaction volume and electronic 
transaction volume is one of the independent variable considered, that 
is, CHVOL/ECVOL, ECVOL which includes high value transactions 
mainly through the Real Time Gross Settlement Systems (RTGS), 
retail transactions represented by the National Electronic Fund Transfer 
(NEFT) and card transactions (credit and debit cards). The second 
explanatory variable considered is the ratio of cheque transaction value 
(CHVAL) to non-agricultural GDP. Improvements in the efficiency of 
the banking system are expected to be reflected in the indicator like 
operating expenditure. Several indicators have been employed in 
literature to compare banking production costs across time. Illustratively, 
intermediation costs, defined as the ratio of operating expense to total 
assets, needs to be weighed against the large expenditures incurred in 
upgradation of information technology and institution of ‘core banking 
solutions’ (Mohan 2005). Following this, the third explanatory variable 
considered is intermediation cost (INTCOST) as a proxy of investment 
for technology systems and its maintenance. The dependent variable 
considered is the ratio of input and output as a productivity measure 
(PDY) during 2005-12.

Table 2 summarizes the decomposition of Total Factor Productivity 
(TFP) of the overall banking sector for 2005-12. It is obvious from 
Table 2 that the period 2008 to 2010 experienced positive productivity 
growth. It is also evidenced that the technological progress which 

Descriptive Statistics of the Input-Output Variables

(` lakh)

Descriptive 
Statistics

Investments
Y1

Net Interest 
income 

Y2

Deposits
x1

Borrowings
x2

Fixed Assets 
x2

Min 101.92 19.76 469.43 6.43 3.09
Maximum S.D. 15556267.56 1160509.94 30912136.42 3946767.17 335240.50
Mean 602842.75 50164.15 1467904.26 131981.95 17201.76
SD 1378296.83 109715.88 3069072.95 420390.93 37139.13
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happened in 2008, 2009 and 2010 resulted in an increase of TFP in 
the respective years. Specifically, 2010 witnessed 35 per cent annual 
productivity growth due to a major contribution of the technological 
change component. During 2009-10, most of the banks implemented 
Core Banking Solutions and other technology based services which 
ultimately contributed to TFP. The average annual productivity growth 
rate in 2008-10 was 11 per cent which was mainly due to the result of 
a 28 per cent technological progress during the period. The succeeding 
years showed a diminished growth of productivity. This may be partly 
due to factors such as lack of upgradation of IT systems to cope with 
service requirements, a changing regulatory environment, demand for 
novel customer services through social network and mobile banking. All 
these factors need to be analysed deeply which is not attempted in this 
paper. Further, it is suggested that technology reforms in the banking 
sector may be made so as to keep it in tandem with the innovations 
happening in the rest of the world.

Table 3 depicts bank group-wise (public sector, private sector and 
foreign) TFP growth and its components which are averaged for the 
period 2008-10 and 2005-12. Private sector and foreign banks showed an 
average productivity growth of 4.5 per cent and 9.6 per cent respectively 

Table 2: Decomposition of TFP in the Indian Banking Sector for 2005-12

Indices

All Banks Efficiency 
change
(EC)

Technological 
change
(TC)

Pure 
technical 
efficiency 
change  
(PTEC)

Scale 
efficiency 
change 
(SEC)

Total factor 
Productivity

( TFP)

2005 1.0490 0.9520 0.9950 1.0540 0.9990
2006 1.0230 0.9360 1.0120 1.0110 0.9580
2007 1.0710 0.7830 1.0250 1.0460 0.8390
2008 0.9650 1.0460 0.9720 0.9930 1.0100
2009 0.9470 1.0570 0.9920 0.9550 1.0010
2010 0.7120 1.9040 0.9190 0.7750 1.3550
2011 1.2230 0.7560 1.0260 1.1930 0.9250
2012 1.0140 0.6830 1.0500 0.9660 0.6930
Average for the period 2008-10 0.8665 1.2816 0.9605 0.9024 1.1106
Average for the period 2005-12 0.9906 0.9660 0.9981 0.9928 0.9573

Note: All indices are geometric average.



80 RESERVE BANK OF INDIA OCCASIONAL PAPERS

Indices

Efficiency 
change
(EC)

Technological 
change
(TC)

Pure 
technical 
efficiency 
change  
(PTEC)

Scale 
efficiency 
change 
(SEC)

Total factor 
Productivity

( TFP)

Public sector Banks

2005 1.0013 0.9618 1.0028 0.9985 0.9631
2006 1.0238 0.9132 1.0007 1.0230 0.9351
2007 1.0061 0.7539 1.0142 0.9920 0.7588
2008 0.9326 0.9911 0.9420 0.9900 0.9243
2009 0.8941 1.0102 0.9488 0.9422 0.9031
2010 0.6750 1.6252 1.0349 0.6523 1.0970
2011 1.3167 0.6976 0.9683 1.3597 0.9185
2012 1.0370 0.9403 0.9650 1.0748 0.9749
Average for the period 2008-10 0.8256 1.1762 0.9744 0.8474 0.9711
Average for the period 2005-12 0.9714 0.9575 0.9841 0.9871 0.9302

Private sector Banks

2005 1.0459 1.0250 0.9839 1.0629 1.0720
2006 1.1091 0.9529 1.0695 1.0371 1.0569
2007 1.1747 0.6860 1.0674 1.1005 0.8058
2008 0.9604 1.1563 0.9564 1.0042 1.1105
2009 0.9602 0.9962 1.0257 0.9361 0.9564
2010 0.7121 1.5093 0.9181 0.7756 1.0746
2011 1.2451 0.7650 1.0252 1.2144 0.9524
2012 0.9692 0.7018 1.0208 0.9495 0.6801
Average for the period 2008-10 0.8692 1.2025 0.9657 0.9000 1.0450
Average for the period 2005-12 1.0097 0.9430 1.0072 1.0025 0.9521

Foreign Banks

2005 1.1353 0.8694 0.9951 1.1409 0.9870
2006 0.9428 0.9586 0.9759 0.9658 0.9037
2007 1.0822 0.9492 1.0003 1.0819 1.0271
2008 1.0263 1.0335 1.0405 0.9863 1.0607
2009 1.0240 1.0786 1.0314 0.9929 1.1044
2010 0.8199 1.3727 0.8243 0.9947 1.1256
2011 1.0755 0.8476 1.1055 0.9729 0.9115
2012 0.9972 0.3913 1.1816 0.8441 0.3906
Average for the period 2008-10 0.9516 1.1523 0.9599 0.9913 1.0966
Average for the period 2005-12 1.0086 0.8922 1.0146 0.9941 0.8999

Table 3: Decomposition of TFP in the Indian Banking Sector for 2005-12:  
bank category-wise (Contd.)
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during 2008-10. However, public sector banks were near to the frontier 
and the technological change component was very prominent.

The year 2010 showed an annual productivity growth of 9.7, 7.4 and 
12 per cent respectively by public, private and foreign banks. This was 
reflected in the overall baking productivity as explained in Table 2. The 
three categories of banks showed a downward trend in TFP growth 
from 2011 and the same diminishing tendencies were observed in the 
technological progress component index. Both public sector and private 
sector banks were almost persistent in their scale of operations which 
was in contrast with foreign banks. This may be partly due to the fact 
that both public and private sector banks having been in existence for 
a long time in India and being known to their customers could have 
helped their inputs usage and in getting closer to the frontier.

The regression model was employed here only to know the impact of 
technology on growth of productivity keeping in view the technological 
improvements that happened in the Indian banking sector during

2005-12. This model is not used for any forecasting purposes; however, 
an attempt has been made to know the impact of some of the technology 
related variables and how they can explain banking productivity and its 
growth. It also assumes that all banks come from a similar regulatory 
environment. The problem of multi-collinearity has been addressed. In 
detail, the following multiple regression equation model is estimated:

 (15)

where t is the time period, and  is error term independently and 
identically distributed with N(0,σ2). Following De bandt and Davis 
(2000) and Staikouras et al. (2008) among others the log linear form is 
chosen as it typically improves the goodness fit of the model and may 
reduce a simultaneity bias.

The model parameters were estimated using the software package 
SPSS16.0.The regression coefficients that were estimated are presented 
in Table 4.
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Table 4: Effect of Technology on Productivity Growth: Empirical Results

Unstandardized 
Coefficients

Std. Error Standardized 
Coefficients

t-value Sig*.

Constant 1.732 0.149 11.640 0.000
ECVOL /CHVOL 0.096 0.027 0.997 3.549 0.024
CHVAL/GDP 0.385 0.120 1.472 3.206 0.033
INTCOST -1.688 0.370 -1.465 -4.567 0.010

* 5% level of singnificance,R2 = 0.933, adjusted R2 =0.883. Dependent variable is the ratio of 
input and output as a productivity measure (PDY) during 2005-12.

The coefficient of the ratio of electronic transactions to paper transactions 
(ECVOL /CHVOL) exhibit a statistically significant (5 per cent level) 
relationship with productivity growth, meaning that increased electronic 
transactions in the banking channel resulted in an increase in growth 
of productivity. The second variable is the ratio of total cheque value 
settled in the country to non-agricultural GDP (CHVAL/GDP) which 
shows a significant (5 per cent) positive relationship with productivity 
meaning the contribution of GDP to the nation. In the present scenario, 
paper settlements in the country were less than electronic settlements. As 
mentioned in the previous variable, the reduction in paper transactions 
will certainly increase productivity, these variables are more or less 
similar to the first variable which substantiate the model’s fitness. The 
intermediation cost as the ratio of operating expense to total assets was 
also significant at the 5 per cent level. A reduction in intermediation 
is the direct positive impact of efficiency and productivity which is 
consistent with earlier empirical evidence on banking efficiency and 
productivity (Mohan 2005, Chakraborty 2013).

Section V 
Conclusion

This study analysed TFP of the Indian banking sector during 2005-12; 
58 banks including public sector banks, private sector banks and foreign 
banks operating in India were considered for this study. A non-parametric 
Data Envelopment Analysis (DEA) based Malmquist Productivity 
Index was worked out bank group-wise for the Indian banking sector. 
Impact of information technology on the productivity the of Indian 
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banking sector was also investigated by employing a multiple regression 
model. The results of the study show that the Indian banking industry 
was productive as judged by the Malmquist Productivity Index during 
2008 to 2010 compared with the preceding and succeeding years in the 
time band 2005-12. The average annual productivity growth rate in 
2008-10 was 11 per cent which was mainly due to the result of a 28 per 
cent technological progress during the period. Further, it is observed 
that increased electronic transactions in the banking channel resulted in 
increase in productivity. Additionally, the intermediation cost which is 
a proxy of technology investment was also significant for the productivity 
of the banking sector.
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Introduction

Access to financial resources for investments in fixed assets may not be 
uniform for all firms and are likely to change across firms. Heterogeneity 
in accessing such financial resources arises in part because of asymmetric 
information problems in the capital markets (Athey and Reeser 2000). 
These problems make external funds costly, if not impossible, for 
certain firms (such as small firms) to obtain their desired quantity of 
investment funds. Limited access to capital markets in turn increases 
the customary preference for using internal funds to finance investment 
expenditures (Oliner and Rudebusch 1992). In the Indian context 
because of Government directed credit policies to a certain extent small 
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firms are able to mitigate such information problems while raising 
financial resources from banks.

However, they tend to suffer when it comes to raising funds from 
equity/debt markets. In comparison as large sized firms have (a) higher 
quantum of net worth and (b) more information on their financial 
performance in the public domain, lenders generally prefer these firms 
at the time of lending. Consequently, large firms suffer less as far as 
raising financial resources from the equity/debt markets is concerned.

Analysing firm heterogeneity in accessing financial resources and in 
turn its impact on investment spending is well recognized in investment 
literature.1 For identifying such heterogeneity, previous studies adopted 
various criteria for classifying firms in distinct groups and analysing the 
impact of financial resources on investment spending across groups of 
firms. However, the common methodology adopted includes the size of 
the firm (small, medium and large firms), outward orientation (export 
orientation firms and domestic firms), industry-group of the firm, profit 
retention (high retention, low retention), access to debt and equity 
finance and access to capital markets.2

In the context of the degree of firm heterogeneity, a few studies have 
analysed determinants of investments in India by splitting sample firms 
into different groups based on the size and industrial activity of the 
firms. There is a much-felt need to undertake further research in this 
area on account of the following factors. Firstly, the definition adopted 
by the earlier studies for categorizing firms into size-classes (such as 
small and large firms) appears to be obsolete3 in the current globalized 
financial environment. Secondly, as the Indian Government promotes 
industrialization through the favourable treatment of priority industries, 

1 Examining the impact of financial variables, particularly internal funds on investment spending 
across groups of firms, was initially adopted by Fazzari et al. (1988).
2 To study the effects of heterogenity, Athey and Reeser (2000) further divided the large firms 
into two groups -- firms with total assets greater than or equal to `450 million (having easy 
access to capital markets) and others (having less access to capital markets).
3  For instance, Athey and Laumas (1994), classified small firms as those firms whose value of 
share capital was less than ̀ 5 million in 1981 and large firms as those with share capital of more 
than `20 million in 1981. While Athey and Reeser (2000) classified small firms as those firms 
which were eligible to raise funds from State Finance Corporations and large firms as those 
whose total assets were greater than or equal to `450 million during 1981-86.
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4 These measures include (i) units with investments in plant and machinery in excess of the 
SSI limit and up to `10 crore may be treated as medium enterprises; (ii) banks may fix self- 
targets for financing the SSI sector so as to reflect a higher disbursement over the immediately 
preceding year, while the sub-targets for financing tiny units and smaller units to the extent of 40 
per cent and 20 per cent respectively may continue; and (iii) banks may initiate necessary steps to 
rationalize the cost of loans to the SSI sector by adopting a transparent rating system with cost 
of credit being linked to the credit rating of the enterprise (Source: RBI, Report on Currency 
and Finance, 2006: 140).
5 Non-food bank credit to SSIs witnessed an average growth rate of around 20 per cent 
during 2005-06 and 2011-12 as compared to 7.5 per cent growth recorded during 1999-2000 
and 2004-05 (Source: RBI, Handbook of Statistics on Indian Economy, 2011-12).
6 As the data pertaining to SSIs is not separately available in RBI’s database on company 
finances, we consider small firms (that is, those having total assets sizes below 25th percentile) 
as SSIs. The findings and conclusions pertaining to SSIs are subject to this limitation.
7 For instance, the average funds raised by the private corporate sector through equity issues 
increased from ̀ 94.91 billion during 1991-2004 to ̀ 257.62 billion during 2005-13. On the other 
hand, the resources mobilized through ‘private placement market’ increased from ̀ 72.31 billion 
during 1996-2004 to `397.20 billion during 2005-12 (Source: RBI, Handbook of Statistics on 
Indian Economy)

grouping firms according to their industrial activity by considering 
latest firm-level data may provide additional evidence on the relative 
importance of financial variables. Thirdly, with a view to enhancing the 
credit flow to the small scale industrial sector (SSI), the Government 
of India has initiated a number of measures4 consequent to which bank 
credit to SSIs has increased significantly.5 An empirical examination 
of whether such increased bank credit has any impact in increasing 
investment spending of small firms will be of great significance in 
evaluating the efficacies of Government directed credit policies.6 
Fourthly, under the scenario of a rapid increase in capital market finance 
by firms7, particularly since the mid-2000s, analysing whether there is 
any heterogeneity among Indian firms in accessing funds from capital 
markets for undertaking investments is of paramount importance for 
policymakers.

In the backdrop of these issues, this paper examines two aspects: (i) 
whether heterogeneity exists across size-classes and industry groups 
of firms in a link between financial variables (such as internal funds, 
bank credit, equity capital) and investment and (ii) highlighting policy 
implications based on empirical results. For empirical investigations, 
we adopted a panel data regression analysis. The paper uses the 
Reserve Bank of India’s database on company finance statistics over 
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the period 1999-2000 to 2010-11.8 By adopting statistical rules, we 
split our sample firms into four parts based on the firms’ total assets. 
Accordingly, all firms with total assets below the 25th percentile are 
classified as small firms, all firms with total assets between the 25th 
and 75th percentiles are classified as medium firms and firms with 
total assets of more than 75th percentile are classified as large firms. 
For classifying firms into industry groups we followed the ‘National 
Industrial Classification-1998’ criteria of the Government of India. 
Accordingly, depending on the availability of data and industry group 
representation, we classified our sample firms into four major industry 
groups - ‘textiles’, ‘chemicals’, ‘metals’ and ‘electrical machinery’.

The rest of the paper is organized as follows; Section II discusses 
groupings adopted in previous empirical studies. Section III deals with 
the framework of empirical analysis and Section IV gives a conclusion 
and policy implications.

Section II 
Literature Review

Empirical literature shows that a majority of the studies have adopted 
size criterion while investigating the impact of financial variables on 
investment spending. However, a few studies have employed industry 
group criteria while examining the role of financial variables on 
investment spending.

To investigate the heterogeneous effect of internal funds on investment 
spending, Athey and Laumas (1994) classified sample firms into three 
size-classes: small, medium and large firms based on the value of their 
share capital in 1981. The authors further categorized sample firms into 
seven industry groups. According to the authors, heterogeneity existed 
among size-classes as well as industry groups in a link between internal 
funds and investments. In particular, internal funds were relatively more 
important for large firms and for firms producing luxury goods.

Harris et al. (1994) while analysing the effect of financial liberalization 
on the capital structure and investment decisions of Indonesian 

8 In this paper firm means a non-government public limited manufacturing company. Further,
firm and corporate are synonymously used.
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manufacturing firms, split sample firms into three groups: small, 
medium and large.

9
 The authors found that before liberalization, the 

smaller firms depended heavily on internal funds to finance their 
investments and they also faced increasing costs of external funds. 
However, after liberalization the small firms relaxed their dependence 
on internal funds. The authors found that for large firms internal funds 
were insignificant in explaining investments both before and after the 
liberalization period.

To analyse the link between the size of a firm and its financial 
environment, Eastwood and Kohli (1999) categorized sample firms 
into eight industry groups. Each industry group was further divided 
into small and large firms.

10
 The authors found that small and large 

firms in India faced contrasting financial environments during 1965-78. 
According to the authors, large firms with new investment opportunities 
were able to obtain external finance at the margin while small firms 
were not. The authors found that internal funds and bank credit were 
important in determining investments for small firms.

To investigate the heterogeneity in the link between internal funds 
and investment among Indian firms, Athey and Reeser (2000) split the 
sample firms into small and large ones. To arrive at a sample of small 
firms the authors used the size criterion established to determine if a 
firm was eligible to borrow from State Finance Corporations (SFCs). All 
firms that did not meet the definition of a small firm were classified as 
large firms. Further, large firms were divided into two groups based on 
their ability to mitigate the effects of asymmetric information problems. 
Accordingly, firms that had total assets greater than or equal to `450 
million or more connected with the Tata, Birla or Mafatlal industrial 
houses were categorized as ‘have easy access to capital markets (HEA)’ 
and all firms not classified as either small or HEA were considered 
large firms which had ‘limited access to capital market (HLA).’ The 
authors found that internal funds were less important for small firms 

9 The authors classified firms as small if the number of workers during the first year (that is, 
1981) of observation was 20 to 99, medium size if the number of workers was 100 to 500 and 
large if the number of workers was more than 500.
10 Small firms are defined as those with less than a specified minimum capital in the form of 
plant and machinery. The capital threshold used to define small firms has been regularly revised 
to allow for inflation; the threshold was `6 million in 1991.
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than they were for large firms. Further, within large firms internal funds 
were unimportant for very large, well known firms as they could raise 
external funds without any difficulties.

While analysing the heterogeneity in firms’ financing patterns, Kumar 
et al., (2002) considered size as the criteria for distinguishing ‘high- 
information cost’ firms from ‘low-information cost’ firms. According to 
them, large firms faced greater finance constraints as compared to small 
firms. Sancak (2002) investigated the impact of the Turkish financial 
liberalization process of 1980 on firm-level investments by using 
data pertaining to manufacturing establishments over 1983 to 1986. 
According to Sancak medium-sized firms faced both an increasing 
premium and a credit rationing in the post liberalization period. Large 
firms also faced an increasing premium but were not rationed out of 
credit markets. However, in the case of small firms, the author found no 
evidence of either an increasing premium or credit rationing.

Bhattacharyya (2008), examined the determinants of investments 
across two industry groups in India - ‘electronics, electrical equipment 
and cables’ and ‘general engineering’ during the post-reform period. 
The author found that the ‘general engineering’ industry group, could 
access external funds with relatively more ease.

Section III 
Empirical Analysis

III.1. Empirical Analysis on Firm Heterogeneity and Corporate 
Investments

This section gives econometric evidence on heterogeneity in firms’ 
financing patterns of investments. We conduct an empirical analysis by 
estimating the accelerator investment model to which we add internal 
funds, bank credit and equity capital. The model is estimated separately 
for three size classes (small, medium and large) and four industry 
groups (textiles, chemicals, metals and electrical machinery). The 
general specification of our investment model is

    …...…(1)
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Where  = Gross investment in fixed assets
   = Change in net sales
  = Internal funds
  = Change in bank credit
  = Change in equity capital
  = Depreciation provision
  = Capital stock

We include  to represent intercept parameter and , is the error term 
which follows the classical assumptions, namely  and i 
stands for the ith cross-sectional unit and t for the tth time period.

III.2. Definition of Variables

Investment

The variable (I) represents the gross investment of a firm. As data 
for actual investment was not available, we use the change in the 
book value of gross fixed assets as our measure of investment. Other 
empirical studies which have adopted a similar approach while 
specifying the investment equation include Krishnamurthy and Sastry 
(1975), Bilsborrow (1977), Athey and Laumas (1994), Eastwood and 
Kohli (1999) and Athey and Reeser (2000).

Accelerator (DS)

The variable (DS) represents change in net sales. On the lines of Athey 
and Laumas (1994), to capture accelerator effects on investment 
spending, we include two sales change variables – one current period 
and one previous period. On account of the presence of various kinds 
of lags such as delivery lags, availability of funds to finance investment 
projects, construction time and adjustment costs, current changes in net 
sales induce investments in the future. Likewise, current investments 
are induced by past changes in net sales.

Bank Credit (DBC)

The variable (DBC) represents change in bank credit. To examine the 
significance of bank credit in explaining corporate investments on the 
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lines of Athukorala and Sen (2002), we include change in bank credit. 
We hypothesize that bank credit plays a significant positive role in 
determining firm-level investments since the Indian financial system is 
predominantly bank dominated and banks have been playing an active 
role in arranging not only short-term working capital funds but they are 
also increasingly involved in providing medium and long-term funds.

11
 

Accordingly, borrowings from banks by the private corporate sector 
form one of the important sources of funds under external sources 
of funds.12 Under such circumstances, we may expect that firms may 
depend on bank credit for financing investment expenditures.

Internal Funds (IF)

The variable (IF) represents internal funds and is measured as net profit 
(that is, profits after tax). We consider the previous year’s net profit 
to represents internal funds because to the extent that firms depend 
on internal funds for financing their investment projects, investment 
spending will depend on realized profits (that is, profits already earned). 
The other empirical studies which have used one period lagged profits 
as a proxy for internal funds include Bilsborrow (1977), Bond et al. 
(1994) and Karim (2010).

Equity Capital (DEC)

We use the change in the book value of the share capital as a proxy for 
equity capital. It should be mentioned here is that due to non-availability 
of firm-level data pertaining to the quantum of capital raised from 
capital markets, we assume change in book value of the share capital as 
a proxy for equity capital.

11 For instance, the share of medium and long-term credit to industry in total non-food bank 
credit increased sharply from 25.3 per cent as on 31 March 2001 to 53.9 per cent as on 31 March 
2012 while the share of short-term credit to industry declined from 74.8 per cent to 46.1 during 
the same period (Source: RBI, Basic Statistical Returns, various issues).
12 Indian private corporates on an average borrowed around 14 per cent of their total sources 
of funds from banks during 1981-82 to 2010-11. However, the share of bank borrowings in total 
sources hovered between 4.9 per cent and 27.7 per cent during 1981-82 and 2010-11 (Source: 
RBI studies on ‘Finances of Public Ltd Companies’ various issues).
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Depreciation (DP)

The variable (DP) represents depreciation provision. As depreciation is 
a provision, only book entries are made by deducting it from profit. Some 
authors include depreciation as a source of internal funds (Bilsborrow 
1977 and Fazzari et al. 1988), while some authors interpret depreciation 
as a measure of replacement investment and include depreciation as a 
separate explanatory variable to explain gross investment (Fazzari et 
al. 1987). We follow the latter approach and include depreciation as a 
separate explanatory variable.

Finally, to remove scale dependency and to facilitate comparisons among 
firms over time, we divide all variables in the regression equation, that 
is, gross investment, change in net sales, internal funds, change in bank 
credit, change in equity capital and depreciation by the value of a firm’s 
capital stock at the beginning-of-period. We estimate the beginning 
of period capital stock (K ) from book values using a Salinger and 
Summers (1983) perpetual inventory method. The reported value of 
capital stock in the first year is assumed to be equal to the replacement 
value. The following formula is used to calculate the replacement value 
of the capital stock for subsequent years:

   .……...…(2)
Where  represents capital stock at the beginning of the period.  is the 
firm’s capital spending.  is the price index for investment goods. This 
index is proxied by the general index for manufactured products. LF 
indicates the useful life of the capital good. In this expression, the 
second term represents the amount of capital that depreciates each year. 
In deriving this expression, Salinger and Summers (1983) have made 
the following three assumptions; (1) all of a firm’s capital has the same 
useful life; (2) firms use the straight-line method for book depreciation; 
(3) actual depreciation are exponential with depreciation rate 1/LF. The 
useful life in any year can be estimated by , where RKt is 
the reported value of capital stock in year t, and DEPRt is the reported 
(book) depreciation in year t. Lastly, all nominal data are adjusted to 
2004-05 prices by using Wholesale Price Index (WPI) for all 
commodities.
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III.3. The Data

The sample used for empirical analysis consists of manufacturing firms 
that have been continuously included in the RBI’s studies on ‘Finances 
of Public Limited Companies’ over the period 1999-2000 to 2010-11. 
Therefore, the sample used in this paper is the balanced panel. Size-
wise and industry group-wise number of observations included in the 
empirical estimations are given in Table 1.

Table 1: Distribution of Sample Firms

Group Number of Firms Number of Observations

Size-Classes
Small Firms 109 1090
Medium Firms 104 1040
Large Firms 115 1150
Industry-group
Textiles 44 440
Chemicals 61 610
Metals 33 330
Electrical Machinery 14 140

Note: (i) All firms having total assets below 25th percentile are classified as small firms, all 
firms with total assets between 25th and 75th percentiles are classified as medium firms and 
firms with total assets more than 75th percentile are classified as large firms, (ii) for classifying 
firms into industry groups we have followed ‘National Industrial Classification-98’ criteria of 
government of India.
Source: Author’s calculations based on RBI’s firm-level data

III.4. Heterogeneity in Financing Pattern of Investment - By Size 
Classes

Summary Statistics – By Size Classes

Table 2 presents the summary statistics of the sample across three size-
classes of firms. It is observed that the average ‘investment to capital 
ratio’ for large firms is considerably larger than that for small and 
medium firms, indicating that relatively larger firms invest more in 
fixed investments. The capital productivity measured in terms of 
average ‘sales to capital ratio’ is also higher for large firms followed by 
small and medium firms. Further, the average ‘internal funds to capital 
ratio’ is relatively higher for large firms. The average ‘bank credit to 
capital ratio’ of small firms remained at 0.0172 while in the case of 
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medium and large firms, it remained at 0.0263 and 0.0401 respectively, 
indicating larger dependence of large and medium sized firms on bank 
credit as compared to small firms. Replacement investment represented 
by ‘depreciation to capital ratio’ of three groups is almost comparable, 
as firms follow uniform rules while arriving at depreciation provision.

Diagnostic Tests – By Size-Classes

For detecting the multi-collinearity in the data we adopted two tests 
-Variance Inflating Factors (VIF) and the correlation matrix. We found 
that mean VIF was a little more than 1.00 for all the three size classes 
(Table 3). It can be observed from the correlation matrix that correlations 
between explanatory variables included in the regression are by and large 
low and multi-collinearity is unlikely to be an issue in our estimation 
(Table 4). Further, to eliminate the problem of heteroscedasticity in 
estimation, we adopted the procedure suggested by White and obtain 
the heteroscedasticity-corrected standard errors (that is, robust standard 

Table 2: Summary Statistics – By Size Classes

Summary Statistic Small Firms Medium Firms Large Firms

0.0274 0.0471 0.0860
0.1028 0.1173 0.1463
0.0553 0.1038 0.1118
0.0172 0.0263 0.0401

-0.0121 0.0008 -0.0016
0.0494 0.0531 0.0519

No. of Observations 1090 1040 1150

For foot notes see Table 1.

Table 3: Variance Inflating Factors – By Size-Classes

Variable Small Firms Medium Firms Large Firms

1.06 1.06 1.17
1.10 1.07 1.23
1.12 1.07 1.20
1.07 1.04 1.06
1.03 1.03 1.01
1.07 1.13 1.09

Mean VIF 1.08 1.07 1.13

For foot notes please see Table 1
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errors). Lastly, for checking the serial correlation in the panel data, we 
adopted the test suggested by Wooldridge. Results of the Wooldridge 
test indicate that there is no first order autocorrelation in the data.

Results and Discussion – By Size-Classes

Investment equation 1 is estimated separately for three size classes -- 
small, medium and large firms. For each size class, we presented the 
results obtained from the Fixed Effects Model (FEM) and Random 
Effects Model (REM). For small firms, the Hausman test (Null 
Hypothesis: estimates obtained REM is appropriate) suggests that the 
REM results are more appropriate while for medium and large firms the 
results of the Hausman test suggest that FEM are appropriate.

Table 4: Correlation Matrix – By Size-Classes

Explanatory 
Variable

Small Firms

1.0000
0.1041 1.0000
0.0293 0.2712 1.0000
0.2062 0.0795 0.0892 1.0000
0.0114 0.0333 0.1240 0.1125 1.0000
0.1162 0.1564 0.1859 0.1231 0.0577 1.0000

Medium Firms

1.0000
0.1710 1.0000
0.0263 0.1591 1.0000
0.0693 0.0765 0.0864 1.0000
0.0504 0.0433 0.1540 0.1151 1.0000
0.1871 0.1681 0.2060 0.1465 0.1349 1.0000

Large Firms

1.0000
0.3286 1.0000
0.2360 0.3399 1.0000
0.1675 0.1240 0.1385 1.0000
0.0177 0.0049 -0.0629 0.0717 1.0000
0.1704 0.1487 0.2249 0.1561 -0.0112 1.0000

For foot notes please see Table 1
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Tables 5 to 7 present results for small, medium and large firms. The 
results indicate that the estimated coefficient of internal funds is positive 
and statistically significant for all the three size-classes considered for 

Table 5: Results of Regression Equation – Small Firms

Explanatory Variable Fixed Effects Model Random Effects Model

(1) (2) (3)

α -0.0657**
(-2.44)

-0.0763*
(-4.46)

0.0213**
(2.03)

0.0270**
(2.52)

0.0169**
(2.40)

0.0212**
(2.55)

0.1069**
(2.30)

0.1215*
(3.19)

0.4188*
(5.34)

0.4416*
(5.98)

0.1771
(0.87)

0.2988
(1.49)

1.5906*
(2.87)

1.7918*
(5.02)

Adjusted 0.29 0.36

Number of Observations 1090 1090

Number of Firms 109 109

Test for overall significance of the model 
(H0: all slope coefficients are zero)

 

a: reject H0 

 

d: reject H0

Hausman Test
(Ho: REM is appropriate)

b: do not reject H0

Wooldridge Test for autocorrelation (Ho: 
no first order auto correlation) c: do not reject H0

Note: The dependent variable is the investment to capital stock ratio (I/K) where I is the 
change in book value of gross fixed assets and K is the beginning of the period capital stock.  
The explanatory variables are defined as:  is the change in net sales to capital stock ratio, 

 is the previous period net profit to capital stock ratio,  is the change in bank credit 
to capital stock ratio,  is the change in equity to capital stock ratio, and  is the 
depreciation provision to capital stock ratio. T-ratios are presented in parenthesis. *, ** and *** 
significant at 1, 5 and 10 per cent level respectively.
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Table 6: Results of Regression Equation – Medium Firms

Explanatory Variable Fixed Effects Model Random Effects Model

(1) (2) (3)

α -0.0877*
(-2.59)

-0.0345**
(-2.19)

0.0224***
(1.69)

0.0244**
(2.00)

0.0078
(0.77)

0.0111
(1.00)

0.0912*
(6.13)

0.0767*
(6.94)

0.3374*
(6.92)

0.3484*
(7.01)

0.5157**
(2.06)

0.5400**
(1.97)

2.1204*
(3.32)

1.1314*
(3.78)

Adjusted 0.34 0.36

Number of Observations 1040 1040

Number of Firms 104 104

Test for overall significance of the model 
(H0: all slope coefficients are zero)

 

a: reject H0

 

d: reject  H0

Hausman Test
(H0: REM is appropriate)  

b: reject H0

Wooldridge Test for autocorrelation  
(H0: no first order auto correlation)

 

c: do not reject H0 

For foot notes please see Table 5.

the analysis. However, the coefficient is relatively larger for large firms, 
indicating that relatively large firms depend more on internal funds for 
financing their investment expenditures. The result is consistent with 
previous Indian studies such as those by Athey and Laumas (1994), 
Athey and Reeser (2000) and Kumar et al. 2001.
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As expected, bank credit turns out to be significant in explaining 
investments across all three size-classes and its estimated coefficient is 
positive. The coefficient of bank credit, however, is relatively higher for 
large firms, indicating that large firms relatively depend more on bank 
credit to finance their investments in fixed assets. Further, as mentioned 

Table 7: Results of Regression Equation – Large Firms

Explanatory Variable Fixed Effects Model Random Effects Model

(1) (2) (3)

α -0.0547** 
(-2.11)

-0.0146 
(-0.97)

0.0294 
(1.05)

0.0183 
(0.66)

0.0041 
(0.23)

0.0038 
(0.19)

0.2324* 
(5.34)

0.1755* 
(3.54)

0.4854* 
(7.87)

0.5452* 
(8.77)

0.9698** 
(2.55)

1.1474* 
(3.49)

1.7701* 
(3.66)

1.1112* 
(4.01)

Adjusted 0.29 0.31

Number of Observations 1150 1150

Number of Firms 115 115

Test for overall significance of the model 
(H0: all slope coefficients are zero)

 

a: reject H0

 

d: reject H0

Hausman Test 
(H0: REM is appropriate)  

b: reject H0

Wooldridge Test for autocorrelation  
(H0: no first order auto correlation)

 

c: do not reject H0

For foot notes please see Table 5.
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earlier, our results for small firms reveal that bank credit is significant 
in explaining their investments in fixed assets, a result which supports 
the hypothesis that bank credit channeled to small firms through 
Governmental credit policies will able to increase their investments in 
fixed assets (results consistent with Eastwood and Kohli 1999).

The estimated coefficient of equity capital has an expected positive sign 
for all three size-classes and is statistically significant only for medium 
and large firms, indicating that equity capital has a significant impact 
on investment decisions of medium and large firms. On the contrary, 
equity capital is unimportant for our sample of small firms, a result 
consistent with the view that small firms appear to face information 
problems in raising funds from capital markets.

Estimated coefficients of accelerator variables are positive for all three 
size-classes. However, accelerator is statistically significant only with 
respect to small and medium firms. For large firms, our results suggest 
that accelerator appears to be unimportant in determining investments. 
This may possibly be on account of the creation of excess capacity by 
large sized firms in anticipation of future demand.

III.5. Heterogeneity in Financing Pattern of Investment - By 
Industry Groups

Summary Statistics – By Industry Group

The summary statistics across four industry groups considered for the 
study are given in Table 8. It is observed that the average ‘investment to 
capital ratio’ of the ‘metals’ industry group is highest followed by 
‘textiles’ and ‘chemicals’ industry groups. The average ‘sales to capital 
ratio’ with respect to ‘metals’ and ‘chemicals’ industry groups is 
relatively higher as compared to the other groups. ‘Chemicals’ and 
‘electrical machinery’ industry groups appear to retain more in the 
business. Accordingly, the average ‘internal funds to capital ratio’ of 
these industry groups is relatively on the higher side. The ‘textile’ 
industry group appears to depend more on bank credit – the average 
bank credit to capital ratio for this industry group remained at 0.0429. 
Except for the ‘metals’ industry group, the average equity finance to 
capital ratio for the remaining industry groups such as ‘textiles’, 



 DETERMINANTS OF CORPORATE INVESTMENTS IN INDIA:   103
 AN EMPIRICAL ANALYSIS ON FIRM HETEROGENEITY

‘chemicals’ and ‘electrical machinery’ is negative. The average 
depreciation to capital ratio is more or less the same across all four 
industry groups, indicating similar accounting practices followed by 
these groups.

Diagnostic Tests – By Industry Group

For detecting the multi-collinearity in the data, we adopted two tests: 
Variance Inflating Factors (VIF) and the correlation matrix. We found 
that mean VIF was little more than 1.00 for all four industry groups 
(Table 9). Further, it can be observed from the correlation matrix that 
correlations between the explanatory variables are by and large low and 
multi-collinearity is unlikely to be an issue in our estimation (Table 10). 

Table 8: Summary Statistics – By Industry Group

Summary Statistic Textiles Chemicals Metals Electrical  
Machinery

0.0513 0.0461 0.0734 0.0091
0.0374 0.1031 0.1041 0.0461

0.0245 0.1151 0.0796 0.1039
0.0429 0.0236 0.0279 -0.0027

-0.0024 -0.0066 0.0041 -0.0081
0.0481 0.0481 0.0516 0.0489

No. of Observations 440 610 330 140

Note: While classifying the firms into industry groups, we followed the Government of India’s 
classification scheme – ‘National Industrial Classification-1998’.
Source: Authors’ calculations based on a RBI sample.

Table 9: Variance Inflating Factors – By Industry Group

Variable Textiles Chemicals Metals Electrical  
Machinery

1.16 1.07 1.10 1.12

1.09 1.08 1.21 1.27

1.09 1.30 1.31 1.37
1.14 1.03 1.11 1.07
1.13 1.01 1.01 1.09
1.15 1.22 1.08 1.31

Mean VIF 1.13 1.12 1.14 1.21

For foot notes please see Table 8.
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Further, to eliminate the problem of heteroscedasticity in estimation, 
we adopted the procedure suggested by White and obtain the 
heteroscedasticity-corrected standard errors. Lastly, for checking the 
serial correlation problem in the panel data we adopted the test suggested 
by Wooldridge. Results of the Wooldridge test indicate that there is no 
first order autocorrelation in the data.

Table 10: Correlation Matrix – By Industry Group

Explanatory 
Variable

Textiles

1.0000

0.0226 1.0000
0.2006 0.1691 1.0000
0.2606 0.1188 0.1556 1.0000
0.2588 0.1397 0.1469 0.1503 1.0000
0.1292 0.2274 0.1393 0.2473 0.2241 1.0000

Chemicals

1.0000
0.1202 1.0000
0.1993 0.2523 1.0000
0.0931 -0.0055 0.1309 1.0000
0.0195 0.0528 0.0514 -0.0395 1.0000
0.1884 0.1328 0.4134 0.0713 0.0107 1.0000

Metals

1.0000
0.0614 1.0000
0.2078 0.4002 1.0000
0.2116 0.0406 0.2431 1.0000
0.0426 -0.0198 -0.0661 -0.0216 1.0000
0.1821 0.1655 0.1802 0.1642 -0.0163 1.0000

Electrical Machinery

1.0000
0.2493 1.0000
0.0845 0.3687 1.0000
0.0612 0.1767 0.0121 1.0000
0.2054 0.0188 0.0921 0.0564 1.0000
0.1459 0.1737 0.4189 -0.1303 0.2083 1.0000

For foot notes please see Table 8.
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Results and Discussion – By Industry Group

Investment equation 1 is estimated separately for four industry groups: 
‘textiles’, ‘chemicals’, ‘metals’, and ‘electrical machinery’. For each 
industry group, we furnished the results of FEM and REM. Depending 
on the direction of the Hausman test we use results of either FEM or 
REM while drawing statistical inferences.

Tables 11 to 14 give results for industry groups textiles, chemicals, 
metals and electrical machinery. The results indicate that the estimated 

Table 11: Results of Regression Equation – Textiles

Explanatory Variable Fixed Effects Model Random Effects 
Model

(1) (2) (3)
α -0.0940*

(-2.65)
-0.0851*

(-5.04)
0.0222
(0.54)

0.0411
(1.14)

0.0004
(0.02)

0.0215
(0.95)

0.1810**
(2.13)

0.3085*
(3.39)

0.5489*
(5.58)

0.5728*
(6.72)

1.1276**
(2.01)

1.2986*
(2.84)

2.4751*
(3.54)

2.1898*
(5.51)

Adjusted 0.39 0.39

Number of Observations 440 440

Number of Firms 44 44

Test for overall significance of the model 
(H0: all slope coefficients are zero)

 

a: reject H0

 

d: reject H0

Hausman Test 
(H0: REM is appropriate)  

b: reject H0

Wooldridge Test for autocorrelation  
(H0: no first order auto correlation)

 

c: do not reject H0

For foot note please see Table 5
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coefficient of internal funds has an expected positive sign for all industry 
groups. However, the same is statistically significant only with respect 
to the ‘textiles’ and ‘chemicals’ industry groups. On the contrary, the 
results suggest that internal funds are unimportant for industry groups 
‘metals’ and ‘electrical machinery’, which are mostly involved in 

Table 12: Results of Regression Equation – Chemicals

Explanatory Variable Fixed Effects  
Model

Random Effects 
Model

(1) (2) (3)
α -0.1719** 

(2.35)
-0.0533 
(-1.52)

0.0376 
(1.63)

0.0438** 
(2.10)

0.0100 
(0.63)

0.0189 
(1.06)

0.2487* 
(2.92)

0.1537** 
(2.39)

0.3769* 
(3.59)

0.4514* 
(3.98)

0.2254 
(0.91)

0.6843* 
(2.68)

3.6790** 
(2.49)

1.4418** 
(2.03)

Adjusted 0.22 0.27

Number of Observations 610 610

Number of Firms 61 61

Test for overall significance of the model 
(H0: all slope coefficients are zero)

 

a: reject H0

 

d: reject H0 

Hausman Test 
(H0: REM is appropriate)  

b: do not reject H0

Wooldridge Test for autocorrelation  
(H0: no first order auto correlation)

 

c: do not reject H0

Note: See notes to Table 5.
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producing luxury goods. Relatively the ‘metals’ industry group, depends 
more on bank credit, as shown by the larger and significant coefficient. 
Bank credit is significant even for the other remaining industry groups. 
Equity capital is significant with respect to the ‘textiles’, ‘chemicals’ 
and ‘metals’ industry groups.

Table 13: Results of Regression Equation – Metals

Explanatory Variable Fixed Effects  
Model

Random Effects 
Model

(1) (2) (3)
α -0.0401 

(-1.39)
-0.0273 
(-1.28)

0.0200 
(0.43)

0.0024 
(0.05)

0.0493 
(1.27)

0.0386 
(1.45)

0.1824*** 
(1.69)

0.1340 
(1.18)

0.6599* 
(4.44)

0.6683* 
(4.41)

0.2329 
(1.55)

0.2649*** 
(1.68)

1.4034** 
(2.41)

1.2805* 
(2.94)

Adjusted 0.47 0.46

Number of Observations 330 330

Number of Firms 33 33

Test for overall significance of the model 
(H0: all slope coefficients are zero)

 

a: reject H0

 

d: reject H0

Hausman Test 
(H0: REM is appropriate)  

b: do not reject H0

Wooldridge Test for autocorrelation  
(H0: no first order auto correlation)

 

c: do not reject H0

For footnotes please refer Table No.5
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Accelerator variables have an expected right sign for all four industry 
groups considered for analysis. However, these are significant only in 
the case of the ‘chemicals’ industry group (result is consistent with 
Athey and Laumas 1994).

Table 14: Results of Regression Equation – Electrical Machinery

Explanatory Variable Fixed Effects  
Model

Random Effects 
Model

(1) (2) (3)
α -0.0224 

(-0.57)
0.0004 
(0.002)

0.0185 
(1.31)

0.0183 
(1.19)

0.0040 
(0.18)

0.0193 
(0.82)

0.2016** 
(2.30)

0.1100 
(1.67)

0.1943*** 
(1.95)

0.1966** 
(2.05)

1.9138 
(1.29)

2.0187 
(1.46)

0.5267 
(0.54)

0.2529 
(0.45)

Adjusted 0.20 0.21

Number of Observations 140 140

Number of Firms 14 14

Test for overall significance of the model 
(H0: all slope coefficients are zero)

 

a: reject H0

 

d: reject H0

Hausman Test 
(H0: REM is appropriate)  

b: do not reject H0

Wooldridge Test for autocorrelation  
(H0: no first order auto correlation)

 

c: do not reject H0

For foot note please see Table 5.
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Section IV 
Conclusion

The results confirm heterogeneity across size-classes and industry 
groups in the link between investment and financial indicators (internal 
funds, bank credit, equity capital). Our results suggest that relatively 
large firms depend more on bank credit and equity capital for financing 
their investments. Results for small firms indicate that bank credit plays 
a significant positive role in determining their investments in fixed 
assets. In other words, the finding suggests that bank credit channelized 
to small firms through directed credit policies has a significant impact 
on determining their investments (result consistent with Eastwood 
and Kohli 1999). Further, as expected, the results confirm that small 
firms appear to face information problems in raising funds from capital 
markets; accordingly equity capital turns out to be insignificant for 
these firms.

Results across industry groups suggest that internal funds are statistically 
significant in the case of the ‘textiles’ and ‘chemicals’ industry groups. 
On the contrary, internal funds are unimportant for industry groups 
‘metals’ and ‘electrical machinery’. Bank credit is significant for all four 
industry groups. However, relatively speaking industry groups ‘metals’ 
and ‘textiles’ depend more on bank credit. Lastly, the coefficient of 
equity capital is significant for three out of the four industry groups 
considered for the analysis.

Our results pertaining to small firms reveal that bank credit plays an 
important role in stepping-up their investments in fixed assets. As small 
scale firms form an important segment of the Indian economic system 
with a sizeable share in nation’s output policymakers need to formulate 
policies to further inject credit into this sector for increasing its overall 
output in the country. Further, although the stock market liberalization 
process may be able to mobilize financial resources for firms to a 
great extent, our results lend support to the fact that small firms still 
suffer to raise funds from stock markets. This might have unfavourable 
implications when these firms need to address higher investment 
demands. Therefore, policymakers need to sketch policies so that these 
firms are not wiped out from raising funds through stock markets.
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Introduction

The relationship between credit and economic growth and development 
has fascinated academics and practitioners alike. An old question 
continues to engage the economics profession deeply: does financial 
development promote growth or does economic growth propel 
financial development or is it both ways? (Patrick 1966, Gurley and 
Shaw 1967, Goldsmith 1969, Mckinnon 1973, Jung 1986, King and 
Levine 1993).
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This paper contributes to this still unsettled debate by asking: does 
higher economic growth and better banking, social and physical 
infrastructure attract more credit to a particular region relative to others? 
It draws heavily on the wider discussion in literature on the phenomenon 
of uneven credit distribution across regions in the context of development 
(Samolyk 1989 and Hassan et al. 2011 provide a comprehensive review). 
Ruling orthodoxies in the evolution of ideas on this theme – ranging 
from the neo-classical profit-driven redistribution approach to the 
productive sector hypothesis (Mydral 1957) to the Keynesian liquidity 
preference approach – assign a passive role to financial intermediation. 
By contrast, policymakers across developed and emerging market 
economies (EMEs) are increasingly analysing the contribution of 
factors like the maturity of the banking sector and developmental 
indicators in studying credit distribution across regions (Jayaratne and 
Strahan 1996). Can policy interventions influence regional credit 
distribution patterns? This paper attempts to shed light on this question 
by evaluating the Indian experience.

Among EMEs, India provides an interesting test case given its 
heterogeneity in terms of geographic, economic, developmental and 
demographic characteristics across states. Using a large panel of 22 
states and data for nine years (2004-12), we analyse the differences in 
credit distribution. The central question that we attempt to answer is: 
why does credit distribution differ so much across Indian states? Our 
hypothesis is that financial flows track highest risk-adjusted returns on 
investment. These returns differ across states due to various factors: 
availability of deposits, state of financial development, investment 
climate in the state, availability of infrastructure and transaction costs 
and ease of doing business, etc. The challenge of representing these 
factors through appropriate proxy variables is a multi-layered one 
because it is difficult to capture qualitative factors through quantifiable 
variables. Moreover, long time series for quantifiable variables are not 
always readily available. Notwithstanding these difficulties, we 
narrowed down to a set of key indicators which we think would 
adequately represent the unique characteristics of each state to carry out 
our analysis. These include: (i) state specific cyclical factors (that is, 
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1  Railway route length can be defined as the length of the railway routes open for traffic at the 
end of each year. In calculating the route length, double or more than double lines are counted 
only once. It is possible that some routes are shut down temporarily for maintenance or have 
been closed permanently as on the date of reporting. This can lead to overall fluctuations in the 
railway route length.

gross state domestic product –GSDP) and structural factors 
characterizing the state (that is, share of agriculture and services sectors 
in GSDP), (ii) major factors representing financial intermediation and 
deepening, for example, supply of credit (deposits from the state) or 
banking network proxied by bank centres, and (iii) proxies for existing 
infrastructure facilities and the law and order situation in a state, for 
instance rail density,1 electricity generation and criminal activities in 
the state. Empirical estimates employ an array of alternative models 
while adjusting for state specific effects. Our results suggest that apart 
from state GDP, financial networks and the availability of infrastructure 
are the major factors influencing credit disbursements across Indian 
states.

The rest of the paper is organized as follows. Section II gives an 
overview of international and Indian literature. Section III elaborates on 
the data used in the study while Section IV describes empirical results 
and the main inferences. The final section summarizes the results, 
discusses the policy implications and indicates the way forward.

Section II 
Literature Survey

Economics and finance literature is replete with studies investigating 
the inter-relationship between economic growth and credit. Authors 
like Mckinnon (1973), King and Levine (1993) Levine et al. (2000) and 
Rajan and Zingales (1998) have argued that financial development 
leads to more efficient allocation of resources, which ultimately 
translates into higher economic growth. On the other hand, authors like 
Gurley and Shaw (1967), Goldsmith (1969) and Jung (1986) have 
argued that higher economic growth creates demand for a better and 
more efficient financial sector and the financial sector merely fulfils this 
demand. Some authors have also found evidence of bi-directional 
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causality (Blackburn and Huang 1998, Khan 2001 and Hassan et al. 
2011). In the Indian context, Demetriades and Luintel (1996) have 
documented bi-directional causality while Chakraborty (2010) has 
found evidence that banking sector development promotes economic 
growth. As the causality between growth and financial development has 
been adequately explored in literature, we attempt to empirically 
quantify credit dispersion and factors such as fund supply and availability 
of financial and physical infrastructure that could help in explaining this 
diversity.

International Experience

The neo-classical theory postulates that free movement of factors of 
production will automatically result in an exodus of labour from an 
underdeveloped region to a developed region, while financial resources 
in pursuit of higher returns will seek more profitable opportunities 
available in an underdeveloped region. In such a system, banks may fail 
to allocate resources among different regions due to imperfect or 
asymmetric information or due to barriers to inter-regional movement 
of financial flows like transaction costs or policy requirements. This 
neo-classical postulation has been challenged by Myrdal (1957) and 
Prebisch (1962). Both the Myrdal’s ‘cumulative causation theory’ and 
Prebisch’s ‘dependence theory’ suggest that yields of productive factors 
may vary between regions and the risk adjusted profitability of capital 
is higher in developed regions. This results in the developed regions not 
only utilizing and exhausting all their financial resources, but also in 
attracting capital from less developed regions. In both the neo-classical 
and Myrdal-Prebisch postulations, financial intermediation and the 
banking sector play only a limited role, which is confined to garnering 
deposits and deploying these funds as credit.

Later research in the theory of development phases of the financial 
system challenged the passive role assigned to the financial sector 
(Chick and Dow 1988 and Dow 1990). These theories indicate that as 
the banking system becomes more mature, it develops an ability to 
create credit in certain regions without reducing it in others. In this 
development phase, the decisions of the banking system to finance 
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development activities in one region are independent of deposits at its 
disposal. Samolyk (1992) developed a regional credit model and its 
empirical application for the US, which suggested that local banking 
sector problems may constrain economic activity in financially 
distressed regions, whereas no such link was evident in financially 
sound regions.

Gonzalez and Sales (2001) added to this strand of literature by 
highlighting the role of expectations about the number and magnitude 
of investment projects, which in turn determine the demand for financing 
or credit availability. The authors also found that in Spain the introduction 
of regional banks resulted in relatively low inter-regional differences. A 
study by the same authors done earlier found that the preference for 
liquidity was greater in the relatively lesser developed regions and in 
those that had a less promising economic outlook, which resulted in 
relatively lesser creation of credit for the region and an outflow of 
capital to more advanced regions. Lima and Resende (2008) found 
evidence among the EMEs of inequality in deposits translating into 
local credit for Brazilian states; moreover their study highlighted the 
role of bank group-wise differences (public versus private banks) in 
such an inequality pattern. There is hardly any study that explicitly 
analyses the role of infrastructure in analysing the credit disbursement 
pattern, at best it has been implicitly assumed in per capita income.

Banos et. al (2011) studied the relationship between regional banking 
and economic development in the Philippines and found a positive link 
between regional indicators of economic development and banking 
development with a specific influence of rural banking mainly in the 
intermediate‐developed regions. For the less developed regions 
however, they found no evidence of commercial, thrift or rural banks 
contributing significantly to the economic development.

Indian Literature

There are only a handful of studies that address spatial divergence in 
credit distribution in India and the empirical evidence is mixed. While 
Das and Maiti (1998) found no significant evidence of credit migration, 
Tyagarajan and Saoji (1977) observed that credit migration was largely 
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restricted to four major metropolitan cities. Pai (1970) showed that for 
industrially developed states, credit expansion was at a higher rate as 
compared to the deposit growth rate while the vice versa was true in 
case of industrially backward states.

Chatterjee et al. (1997) observed that migration of credit in the major 
states had become more uniform between 1974 and 1994. Singh and 
Srinivasan (2006) analysed data on 14 Indian states for 1990-91 to 
1998-99 and found that per capita bank credit was an important 
determinant of growth. They also found that credit deposit ratios and 
FDI approvals per capita had a positive impact on growth. Finally, they 
observed that C-D ratios (a proxy for the internal movement of capital) 
had both become more varied across states and more closely related 
with GSDP per capita over the period. They concluded that capital, both 
foreign and domestic, flows to regions where it can be more effectively 
used, namely in higher income states.

This result is also corroborated by Chakravorty (2003) who found that 
there was a correlation between investment and determinants of 
profitability such as measures of physical infrastructure and distance to 
market area and to shipping hubs. In another strand of literature, Dhal 
(2012) found evidence which broadly corroborated asymmetry in credit 
and the bank lending channel of monetary policy transmission across 
different states. His findings suggest that poor states are likely to be 
more affected by a tight monetary policy.

Contribution of the Present Study

While the issue of inequality in the spatial distribution of credit is 
neither unique to India, nor a new concern, our study attempts to add to 
literature in two distinct ways. First, most of earlier studies have 
documented the regional disparity in credit but done little analysis of 
the macroeconomic factors behind the regional disparity in credit. To 
explain variations in credit distribution across states, taking a cue from 
the recently available literature, we include a large number of variables 
in our empirical analysis that have not been used in the Indian context.

Second, earlier studies relating to India on this subject selected bigger 



118 RESERVE BANK OF INDIA OCCASIONAL PAPERS

states, completely ignoring the smaller ones. However, since this study 
is about explaining asymmetry in credit distribution, it is important not 
to exclude small states out of the sample, as that could distort the 
analysis. We, therefore, use a large number of states (22); only some 
union territories and certain states in the north-eastern region could not 
be covered in the study due to non-availability of consistent time series 
data. 

Section III 
Data 

Our study employs panel data on 22 Indian states2 for the period 2004-
12. As most of the variables are available only with an annual frequency 
our study uses annual data. Data for this study was culled from a variety 
of sources. State-wise time series data on outstanding deposits and 
credit and bank centres of scheduled commercial banks were taken 
from the Basic Statistical Returns (BSR) dataset of the Reserve Bank of 
India. Variables like gross state domestic product, state per capita 
income, fiscal deficit to GDP ratio of states, share of non-industry, 
agriculture and services in state domestic product, factories in operation, 
infrastructure facilities and proxies for law and order situation in state 
(such as electricity generation, power deficit, crime rate, conviction rate 
and rail and road density) were taken from the Centre for Monitoring 
Economy (CMIE) database on the states of India. Non-availability of 
data on infrastructure facilities before 2004 has constrained the time 
period under consideration. A summary and definitions of all the 
variables is presented in Annexure I.

Credit growth across Indian states has varied substantially in terms of 
average growth rates and their time path (Chart I and V). An analysis of 
the share of states in all-India credit points to stark contrasts (Chart II 
and VI). We also considered a third variable, the credit to GSDP ratio to 
represent state credit distribution as a percentage of economic activity 

2 The states include Andhra Pradesh, Assam, Bihar, Chhattisgarh, Delhi, Gujarat, Goa, Haryana, 
Himachal Pradesh, Jammu and Kashmir, Jharkhand, Karnataka, Kerala, Madhya Pradesh, 
Maharashtra, Odisha, Punjab, Rajasthan, Tamil Nadu, Uttarakhand, Uttar Pradesh and West 
Bengal.
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to take care of the size of the state. Here again, only a few states showed 
high credit to GSDP ratio, but most of the states had low levels of the 
ratio (Chart III and VII). As is evident from these charts the variables 
representing credit distribution did not follow a similar path across 
states and their locus varied considerably over time.

Section IV 
Empirical Estimation and Analysis  

i) Credit growth convergence

Before analysing the factors explaining credit divergence across states 
we attempt to evaluate whether there has been a convergence in credit 
growth across states over the years. To empirically investigate the 
presence of credit disparity across Indian states, the β-convergence 
method was used. The fixed effect panel regression consisted of 22 
major states for 2004-12 with nine year average credit growth as a 
dependent variable and the base period credit growth as an independent 
variable. The coefficient of β was found to be positive and statistically 
insignificant at the conventional level. This finding suggests no 
statistically significant evidence of convergence of credit growth across 
states over time.

ii) Panel regressions

Having established significant divergence in credit off-take across states 
and insignificant convergence in them, we now attempt to identify some 
of the factors that could help in explaining the persisting divergence 
across Indian states. The list of variables used to explain credit 
divergence across states and their economic rationale is now discussed.

In line with the arguments extended by various authors including Gurley 
and Shaw (1967), Goldsmith (1969) and Jung (1986), we examine 
whether the high growth of a particular state helps in attracting more 
bank credit to that particular state and vice versa. Second, amongst the 
three sectors of agriculture, industry and services, the share of industry 
in non-food credit in India has always remained the highest. However, 
since there have been studies relating the industrial sector to credit 
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distribution and in view of the recent emphasis on financial inclusion 
and SMEs, we considered the share of the non-industrial sector in gross 
state domestic product to represent the comparative size of the 
agriculture and services sectors in a state.

Further, state deposit is taken as a proxy representing the resources 
available to the financial sector for its lending activities in line with the 
argument proposed by Beck et al. (2009) and Resende (2008). In today’s 
world of a technology driven banking sector, deposits garnered from a 
particular region need not be a constraint in extending credit to that 
particular region. However, the deposit base of a particular region can 
also be taken as a proxy of the presence of the banking sector in the 
region. It is clear that higher the penetration of the banking sector in a 
region, greater would be the credit extended through formal channels. 
We also considered banking centres which are taken as representative 
of the level of financial deepening in the state.

One of the key features of this paper is the introduction of infrastructure 
proxies as explanatory variables for state credit. The crucial role played 
by infrastructure in economic development has been well established in 
academic literature for a long time (Hirschman 1958 and Rostow 1960). 
Better infrastructure facilities like transport, communication and power 
help in enhancing the productivity of investment in that region, which 
in turn propels competitiveness. Availability of trade infrastructure like 
ports, highway corridors and railroads reduce transportation costs, 
facilitate smoother mobility of people and products and help in easing 
productivity constraints. These gains are often experienced over a long 
period of time rather than in the short term. Thus a state which has 
created an enabling environment through infrastructure facilities is 
likely to attract more investment and in turn more credit, notwithstanding 
its present growth or level of GDP. Taking into account infrastructure 
factors, we account for the expectations about the number and magnitude 
of investment projects, which in turn determine the demand for financing 
or credit availability in line with the argument extended by Gonzalez 
and Sales (2001).

We employ a generic panel data model with credit (or its transformation) 
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as a dependent variable and function of gross state domestic product, 
share of non-industry, deposit accumulation, bank centres, railway, 
electricity generation and crime as independent variables. All the 
explanatory variables have been suitably standardized taking into 
account the size of the state. The equations are:

G(credit)it = f(GSDP(t-1), share_nonindustryit, depositit, bank_centreit, 
railit, electricityit, crimeit)+ αi + λt + εit

Where G(.),f(.) are functions such as log, difference or ratios, while εit 
is assumed to follows normal distribution.

Before analysing data for panel regression, we consider evaluating their 
properties, by running Levin-Lin-Chu Test (LLC) test, which tests the 
hypothesis H0: each time series contains a unit root against H1: each 
time series is stationary. The finding of this procedure is reported in 
Table 1. 

In the following section, we use different indicators of state-wise 

Table 1: Panel Unit Root: Levin, Lin & Chu Test (Null: unit root)

Statistic Prob. sections Obs

Log(credit) -8.89 0 22 154
log(deposit) -3.91 0 22 154
log(bank_centres)* 16.15 1 22 154
log(Rail)* 0.07 0.54 18 126
log(electicity) -0.66 0.25 22 153
Power_Deficit -7.17 0 21 121
log(crime) -7.23 0 22 154

Note: *: variables found to be difference stationary.

outstanding credit (both in levels and in standardized form). We start 
with level of credit (as it was found stationary) and estimate coefficients 
of deposit, banking network and other infrastructure variables. We 
controlled for gross state domestic product (GSDP) for the size and 
cycles of economic activity in the state. However we used one period 
lagged value of GSDP to avoid an endogeneity problem. The model 
with cross-section and period fixed effect was chosen on the basis of the 
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F-statistics and redundant fixed effect chi-square test statistics. The 
estimated coefficients are reported in Table 2 (Model-1).

As some of the variables (for example, bank centres, railways and 
electricity generation) were found to be unit root process, we replace 
them by first difference (D(Rail) and D(bank_centres)) and by power_
def. The cross-section and period fixed effect model was identified by 
the redundant fixed effect likelihood ratio test; their coefficients are 
reported in Table 3 (Model-2). In both of these estimates, the coefficient 
diagnostics clearly rejected the null of redundancy of financial inclusion 
variables and infrastructure variables; the coefficient and their 
significance indicate a strong positive relationship between credit with 
deposit mobilization and change in the number of banking centres in 
line with Beck et al. (2009) and Resende (2008). Further, among the 
infrastructure variables, increase in railway operational routes had a 
positive coefficient (Model-2). Power deficit had a positive coefficient, 

Table 2: Panel Estimates Explaining Credit Disbursement

Variable Coefficient Prob.  Coefficient Prob.  Coefficient Prob.  

Cross & Time 
Fixed

Cross & Time 
Fixed

Panel GMM

Model-1 Model-2 Model-3

log(credit(-1) 0.28 0.42
C 4.72 0.04 0.75 0.71
L_DEPOSIT 0.13 0.09 0.19 0.08 0.42 0.35
LOG(BANK_CENTERS) 0.74 0.00
DLOG(BANK_CENTERS) 0.71 0.05 2.85 0.19
L_SDP(-1) 0.19 0.07 0.69 0.00 1.26 0.04
SHARE_NonIND 0.001 0.65 0.003 0.43 0.01 0.42
LOG(RAIL) -0.67 0.00
LOG(ELECTRICITY) 0.07 0.06
LOG(CRIME) -0.01 0.69
DLOG(RAIL) 0.26 0.05 0.01 0.97
POWER_DEF 0.003 0.10 -0.003 0.74
CONVICTION_RATE -0.0003 0.68 0.01 0.11
R2 0.97 0.98 0.20
Arellano Bond AR(2)
M-stat 0.01
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which could indicate increase in the cost of production in the deficit 
states; however it is only significant at the 10 per cent level.

To evaluate the persistence of credit flows or lag dependence of the 
state credit factor, we included first lag of credit in the equation and 
estimated this dynamic model in the Panel GMM framework, using the 
Arellano–Bond two-step procedure. Here 2-period lagged value of 
credit was used as an instrument for GMM estimation. However, the 
estimation results indicate (Table 3, Model-3) that the coefficient of the 
lagged credit variable was not significantly different from zero, the 
R-square value was low and finally the Arellano-Bond second lag 
autocorrelation was found to be serially correlated, indicating that the 
dynamic panel is not a good fit in this context.

Indian states vary considerably in terms of their size, population and 
sectoral activities. So it is expected that the absolute level of credit 
disbursement would be different across states. Empirically, in the fixed 
effect panel regression, the state specific scale effect is likely to be 
addressed by cross-section fixed dummies. However, to address the 
scale effect explicitly we used different transformations of credit 
disbursement, which include state credit as a ratio of all India credit 
(credit_ai), state credit as a ratio to state GDP (credit_gsdp) and credit 
growth rate (Gr_credit).3 The deposit and GSDP was appropriately 
standardized. For instance, for estimating credit_ai, credit_gsdp and 
credit_gr we used state deposit to the all-India deposit ratio, state deposit 
to GSDP ratio and deposit growth respectively. Using each of credit_ai, 
credit_sdp and credit_gr as dependent variables and appropriately 
normalized set of independent variables, we estimated three sets of 
panel regressions (Table 3).

The results indicate that deposit mobilization and the banking network 
play an important role in credit creation in a particular state. This 
emphasizes the role of financial sector inclusion and development in 
credit creation and is in line with the findings of Love (2003). The 
coefficients of increase in rail network remain positive (except for credit 
growth equation), state power deficit has a positive coefficient, and 

3 These variables were found to be stationary.
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conviction rate has a positive and significant coefficient (Model-6). The 
positive coefficient of power deficit (Model-4) though counter-intuitive 
could indicate shortage of power in the credit-starved industrial states 
or increase in the cost of production due to power shortage; in either 
case it calls for more infra-investment in the power sector.

The share of the non-industrial sector seems to have a positive influence 
(Model-5) on share of credit to state GDP indicating that the states with 
a larger share of agriculture and services sectors attract more credit 
relative to their GSDP. One reason could be that in the recent period the 
services sector has emerged as the engine of growth for the Indian 
economy.

In the equation explaining credit to GSDP, fiscal deficit as a per cent of 
GSDP had a negative and significant coefficient indicating the adverse 
impact of a large state deficit on credit distribution. In line with research 
by Blejer and Khan (1984), this result suggests that the higher level of 

Table 3: Panel Estimate Explaining Credit Dispersion Ratios

 Variable State Credit to all 
India Credit

State Credit to 
GSDP

State Credit 
Growth

Coefficient Prob.  Coefficient Prob.  Coefficient Prob.  

Cross & Time 
Fixed

Time Fixed  
Effect

Time Fixed  
Effect

Model-4 Model-5 Model-6

C 0.24 0.47 -0.42 0.00 11.76 0.01
LOG(DEP_AI) 0.22 0.07
DEP_GSDP 0.68 0.00
DEP_Growth 0.20 0.04
DLOG(BANK_CENTERS) 0.90 0.02 2.21 0.00 17.29 0.43
GSDP_AI(-1) 0.15 0.00
GR_GSDP(-1) 0.06 0.53
FD_GSDP -0.04 0.00
SHARE_NonIND 0.0004 0.92 0.01 0.00 0.03 0.58
DLOG(RAIL) 0.27 0.06 -0.09 0.74 -33.53 0.00
POWER_DEF 0.01 0.02 0.0003 0.87 0.09 0.13
CONVICTION_RATE -0.0001 0.24 0.0001 0.86 0.04 0.01
R-square 0.97 0.84 0.46

Note: Models selected on the basis of Redundant Fixed effect likelihood ratio test.
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fiscal deficit may be ‘crowding out’ private investment. Finally, in 
almost all of the estimated equations, coefficients of the one- period 
lagged GSDP variable are positive and significant indicating the positive 
impact of state GDP on credit disbursements.4

All estimated models include year dummies to control for year specific 
effect, including that of business cycles, interest rate movements or 
global financial crises that uniformly affect bank credit disbursement 
across states. A plot of these time dummy coefficients, which were 
found to be jointly significant, clearly indicates two phases of credit 
cycle with a break around the global financial crisis (Chart IV). The 
residual diagnostics confirmed normal distribution of the panel 
regression errors.

In an attempt to test the robustness of our findings and address the 
possibility of some of the important variables of interest being omitted, 
we attempted modeling with a large number of alternative variables. 
These variables include corporate profit, new investment and per capita 
income as reported in the Annual Survey of Industries (ASI) and the 
National Accounts Statistics (NAS) database. We also included 
infrastructure facilities like telecom and road infrastructure in a state as 
also the existence of port (dummy) in a state. However, these variables 
either had a multi-collinearity problem, as indicated by a near-singular 
matrix inversion problem or were found to be statistically insignificant 
in the omitted variable likelihood ratio test.

The non-availability of longer time series especially relating to physical 
and social infrastructure constrains our analysis. Specifically, data on 
power deficit and conviction rate are available from 2004 onwards, 
which necessitated that the present analysis be restricted to nine years. 
A longer time series on these variables will be helpful in extending the 
analysis more fruitfully.

A note of caution is also in order while interpreting these results. Some 
of the state specific variables showed substantial volatility across time 
and across states. A more robust dataset would be helpful in further 
strengthening the results.

4 Lagged value of GSDP was included in the specification to avoid the possibility of any 
endogeneity problem leading to a biased estimate of the coefficients.
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Section V 
Conclusions 

Heterogeneity of credit distribution across regions has been attracting 
considerable academic and policy attention for a long time. While the 
studies so far have only documented credit heterogeneity across Indian 
states, our main objective was to examine factors that may explain some 
of the observed divergence. India provides a natural laboratory for 
studying heterogeneity given the considerable regional differences in 
terms of income, financial inclusion and infrastructure development.

Using data from a large number of Indian states from 2004 to 2012, 
after appropriately controlling for cross-section and time specific effects, 
empirical evidence suggests availability of funds (deposits) and the 
banking network as the most important variables explaining 
heterogeneity of credit disbursement. Among infrastructure facilities, 
rail and power deficit emerge as factors that affect credit disbursement. 
State GDP and fiscal deficit are also found to be important factors 
influencing credit disbursements.

These results motivate a few important policy implications. First, 
financial deepening is crucial, which not only helps in garnering more 
resources from the state but also helps in channelizing more resources 
to the state. The Reserve Bank’s recent policy initiatives such as setting 
up differentiated banks (such as payments banks) with a primary focus 
on the provision of basic financial services using new technologies 
could be helpful in achieving greater financial inclusion. The policy 
vision is to promote the spread of the formal banking channel, which 
will give impetus to formal credit lines, thus providing support to the 
growth aspirations of all the states. The government’s Jan Dhan Yojana 
to provide a bank account for each poor Indian family, where each 
account would include a debit card, accident and life insurance coverage 
and an overdraft facility is also a major step in this direction.

Second, this paper also emphasizes the importance of infrastructure in 
explaining credit diversity across states. Providing better infrastructure 
to create an investor friendly environment and reining in the fiscal 
deficit of the state at the same time are factors that play an important 
role.
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The new initiative of capital financing of SMEs through IPOs has been quite encouraging 
and the secondary market performance of SME IPOs has also been very good. However, 
it seems that this is risky for investors, as there is not enough liquidity and the turnover is 
also low. Considering these problems, market regulator SEBI has issued guidelines to keep 
away small investors from investing in SME IPOs. In order to make the market liquid, SEBI 
guidelines stipulate that merchant bankers should act as market makers in such stocks for three 
years. However, after the stipulated period of three years, the stocks may face the problem of 
liquidity again. In order to avoid such a scenario, the present paper suggests the need for more 
transparency and increased institutional participation in companies listed on SME platforms. 
Also, stock exchanges where these companies are listed should provide sustained handholding 
to the managements of these companies.
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Introduction

Small and medium enterprises (SMEs) play an important role in the 
socio-economic development of India due to their vital contribution to 
GDP, industrial growth, employment and exports. However, this sector 
is beset with challenges including lack of availability of adequate and 
timely credit and limited access to equity capital (SIDBI 2013). SMEs 
have primarily relied on bank finance to meet their working capital 
requirements, but equity capital has to be brought in by the promoters of 
the enterprises. Till recently, institutional arrangements for equity and 
risk capital were provided only by the Small Industries Development 
Bank of India (SIDBI) under the  Growth Capital and Equity 
Assistance Scheme for MSMEs (GEMS) (SIDBI 2013). In order to 

* R.K. Jain, Avdhesh Kumar Shukla and Kaushiki Singh are Director, Assistant Adviser and 
Research Officer, respectively in the Department of Economic and Policy Research. The views 
expressed in the paper are personal and not of the institution that they are working with. Usual 
disclaimers apply.
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provide a market based solution for equity resource mobilization by 
SMEs, the need for having a separate exchange/platform for SMEs has 
been felt for a long time (RBI 2008). Though efforts were made in the 
past to cater to the needs of small companies through initiatives such 
as OTC Exchange of India (OTCEI) set up in 1990 and the INDO 
NEXT Platform of the BSE launched in 2005, these experiments could 
not achieve desired results (SEBI 2008). Finally, efforts to provide an 
alternative source of equity funding to SMEs fructified with the launch 
of the BSE SME platform by BSE on March 12, 2012 and the SME 
platform ‘Emerge’ by NSE in September 2012.

This paper makes an attempt to review the performance of SME 
platforms in India. In addition to the introduction, the rest of the 
paper is divided in six sections. Section II highlights the international 
experience of SME exchanges. Section III covers the policy 
framework related to equity resource mobilization by SMEs through 
IPOs. Section IV throws light on the performance of primary market 
in terms of resource mobilization by SMEs on recently launched SME 
platforms. Secondary market performance of companies listed on the 
SME platforms is outlined in Section V, while Section VI provides 
financial and non-financial information related to these companies. 
Section VII sums up the paper.

Section II 
International Scenario

Globally, adequate flow of equity finance to SMEs has been recognized 
as policy priority. In order to achieve this, both developed and developing 
countries have set up alternative stock exchanges for SMEs. In fact, the 
need for an alternative stock exchange for SMEs has been so acutely 
felt in the countries that the International Organization of Securities 
Commissions (IOSCO) has identified promotion of such exchanges 
as one of the areas for mutual cooperation (IOSCO 2012). Presently, 
separate exchanges/platforms dedicated to equity financing of SMEs are 
functioning in more than 24 countries (Yoo 2007). Their main features, 
listing norms and performances, are now briefly discussed.
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The London Stock Exchange’s Alternative Investment Market (AIM), 
which was set up in 1995, has succeeded in attracting a large number 
of small-sized companies globally, including a few Indian ones. AIM 
facilitates easy entry and less onerous disclosure requirements, but it has 
in place an appropriate level of regulation for smaller companies. It also 
provides a faster admission process and no pre-vetting by the regulator 
(SEBI 2008). So far, firms have raised almost 30 billion pounds via 
IPOs on AIM with companies coming from 37 sectors, 90 sub-sectors 
and 26 countries (AIM 2014). The National Stock Exchange (NSX) in 
Australia, a fully operational and regulated main board stock exchange, 
is focused on listing SMEs. NSX operates Australia’s two premier 
alternative stock exchanges. The NSX Corporate Exchange specializes 
in the listing of SMEs and the NSX Alternative Exchange has attracted 
the listing of community based organizations such as community banks. 
Both of these exchanges are able to support the listing of regional 
enterprises (Symon 2007).

An alternative exchange for SMEs in South Africa (Altx) was set up 
in October 2003. The Shenzhen Stock Exchange in South China’s 
Guandong Province officially inaugurated a board for SMEs in May 
2004. Similarly, Egypt launched its SME Exchange (NILEX) in October 
2007 where companies with capital ranging from EGP 500,000 to EGP 
25 million could be listed (Ministry of Finance, Egypt 2008).

Other SME exchanges are GEM (Growth Enterprise Market) in 
Hong Kong and the Market of the High-Growth and Emerging 
Stocks (MOTHERS) in Japan (both started in 1999). Unlike AIM and 
MOTHERS, which are trading platforms of their respective main stock 
exchanges, GEM is a separate dedicated stock exchange. GEM functions 
on the philosophy of ‘buyers beware’ and ‘let the market decide’ based 
on a strong disclosure regime. The rules and requirements are designed 
to foster a culture of self compliance by the listed issuers in the discharge 
of their responsibilities (Stock Exchange of Hong Kong 2014). In the 
case of MOTHERS, the emerging companies applying there must have 
the potential for high growth though there are no specific numerical 
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criteria for determining the growth potential. Further, the applicant 
company is mandated to make a public offering of at least 500 trading 
units. At the time of listing, it should have at least 2,000 trading units 
and the market capitalization of its listed shares should be more than 1 
billion yen. The applicant

must also have a continuous business record of not less than one year 
dating back from the day on which it made the listing application (SEBI 
2008, TSE 2014).

Other initiatives include TSX Ventures Exchange (TSX-V) in Canada, 
Catalist in Singapore, KOSDAQ in the Republic of Korea and 
MESDAQ in Malaysia. As a matter of fact, NASDAQ also started as an 
SME Exchange and provides special facilities for listing of small and 
medium enterprises. In 2013, the Nigerian Stock Exchange inaugurated 
the Alternative Securities Market (ASEM), which is a platform for small 
businesses and SMEs in Nigeria to trade their equities on the Nigerian 
Stock Exchange. Similarly, the Rwanda Stock Exchange (RSE) has also 
started an initiative for small and medium enterprises’ (SMEs) listing 
on the alternative market segment of the bourse. The Istanbul Stock 
Exchange (ISE) in Turkey has a particular segment catering to the 
funding requirements of SMEs.

An analysis of listing norms of SME exchanges indicates that nearly all 
new markets adopt looser listing and maintenance requirements than 
the main market, typically allowing more relaxed criteria on operating 
history, minimum number of shareholders, past financial performance 
and the number of free-float shares. However, Brazil’s Novo Mercado 
is an exception: it sets higher standards for listed firms than the main 
market, emphasizing gaining investor trust over relaxing constraints (Yoo 
2007). In terms of secondary market liquidity, globally SME exchanges 
have varied experiences. In order to ensure sufficient liquidity, most 
of the exchanges have put in place alternative arrangements such as 
market makers for liquidity. In India, while framing policies related to 
the SME Exchange, some of the global practices have been followed.



142 RESERVE BANK OF INDIA OCCASIONAL PAPERS

Section III 
Policy Framework on Listing of SMEs in India

In India, policies relating to SME platforms were formulated after taking 
into account learnings from the global experience, domestic capital 
market realties, difficulties faced by SMEs and OTCEI’s experience1 

(BSE 2011). As per SEBI guidelines, SME exchanges should be set up 
as corporatized entities (bodies with a structure found in publicly traded 
firms) with minimum net worth of `1,000 million. These guidelines 
stipulate that an issuer with post issue face value of up to `100 million 
will be invariably covered under the SME exchange whereas issuers 
with post issue face value capital between `100 million and `250 
million may get listed either on the SME exchange or on the main board 
(Table 1). SEBI has relaxed norms for listing on the SME Exchange as 

Table 1: Listing Criteria – Main Board and SME Exchange

Parameters Main Board SME Exchange

Post-issue paid up capital  
(face value)

Not less than  
`100 million

Not exceeding 
`250 million

Minimum number of allotees 1000 50
IPO Application Size `10,000 - `15,000 Minimum `1 lakh
Observation on draft red 
herring prospectus (DRHP)

By SEBI By Exchange

Track record Three years track record of 
profitability

Relaxed norms for track record

IPO Underwriting Mandatory (however, not required 
when 50% of the issue offered 

for subscription to Qualified 
Institutional Buyers (QIB)

Mandatory (100% underwritten, 
out of which 15% compulsorily by 

merchant banker)

Market Making Not mandatory Mandatory (All market makers in 
scrip will provide two way quotes 
for 75% time during a trading day)

Time frame for listing 6-8 months 2-3 months
Reporting requirements Quarterly Half yearly

Source : SEBI and BSE.

1 There are two important distinguishing attributes between OTCEI and present SME exchanges: 
1) Unlike OTCEI, which was standalone, present day SME exchanges are completely integrated 
with the respective main exchange and there is a provision for migration from the SME platform 
to the main exchange and vice versa. 2) There is a provision of 100 per cent underwriting of the 
issue and market maker for three years after the listing to provide liquidity (SME World 2014).
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issuers do not need to have a track record of distributable profits for 
three years as in the case of listing on the main board.

The present guidelines have a three-pronged approach: a) to safeguard 
the interest of investors by keeping larger lot sizes, so that only informed 
investors are able to participate, b) maintaining sufficient liquidity by 
provision of market making and c) reducing the time involved in the 
processing of the issue by allowing a merchant banker to file RHP with 
due diligence certificate with the exchange and treating approval of the 
exchange sufficient (BSE 2011).  

Section IV 
Performance of SME Platforms in terms of  

Equity Resource Mobilization

Since the launch of SME platforms (from April 2012 to May 2014), 64 
companies have got listed on SME platforms. Of these 64 companies, 
61 are listed on the BSE SME platform and three on the NSE Emerge. 
These companies have mobilized total resources of `5.9 billion from 
the capital market, which is around two per cent of `281.0 billion 
overall equity mobilization by stock exchanges during the same period 
(from April 2012 to May 2014) (Table 2). When compared with bank 
credit to the small scale sector, the funds mobilized through SME 
platforms appear even more insignificant. During 2012-13, bank credit 
deployed to small scale industries was `480 billion as compared to 
`2.4 billion mobilized through SME platforms. In percentage terms, 
equity resources mobilized through SME platforms was only 0.5 per 
cent of the bank credit to this sector during 2012-13. However, it is 

Table 2: Equity Resource Mobilization: SME Platform versus Overall
(` Billion)

Year Equity Resource 
Mobilisation through 

SME Platforms

Overall Equity Resource 
Mobilisation through 

Stock Exchanges$

2012-13 2.4 138.8
2013-14 3.2 132.6
2014-15 (Up to May) 0.4 9.5

Note: $: Excludes offer for sale issues. 
Source: Calculated by authors from SEBI Data. 
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still encouraging, as the amount of `2.4 billion mobilized during 
financial year 2012-13 through equity issues is higher than equity 
related assistance aggregating `1.5 billion extended by SIDBI during 
the financial year 2012-132. Therefore, though this route is still in a 
nascent stage, it is an encouraging initiative and the initial responses 
may be termed as satisfactory.

Sectoral distribution of the 64 companies which mobilized resources 
from the market (up to end May 2014) indicates that 14 of these 
companies were engaged in the financial services sector (including 
NBFCs and securities firms), seven in ‘Textile and Apparel’ and six each 
in ‘construction and real estate’ and ‘agro and food processing’ sectors 
(Chart 1). Further, a majority of the companies were from the services 
sector, mostly from the financial services sector. Nevertheless, they 
were significantly diversified. Sectoral diversification of listed firms is 
crucial from the risk management perspective of SME platforms as well 
as for investors.

2 Corresponding data for 2013-14 from SIDBI are not available for comparison.
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Section V 
Performance of SME IPOs in the Secondary Market

Besides the SME platform, BSE has also launched a Barometer Index 
-- the BSE SME IPO to track the performance of SME IPOs in the 
secondary market. The BSE SME IPO Index is calculated with free 
float methodology in line with other BSE indices. The number of scrips 
included in the index are variable. However, at any point of time a 
minimum of 10 companies should be maintained in the index. All new 
listed companies are compulsorily included in the index and a company 
which has completed three years after listing is automatically excluded 
from it. However, if there are less than 10 companies on account of 
possible exclusion after three years, the exclusion of such companies 
should be delayed till such time new inclusion is made in the index.3 
Since its launch on December 14, 2012, the index up to June 24, 2014 
witnessed a huge rally of about 601.3 per cent which is significantly 
higher than gains in other stock indices in India (Chart 2).

A scrip-wise analysis of the movement of share prices (as on June 24, 
2014) of companies listed on the BSE SME platform indicates that 
sixteen companies recorded more than 100 per cent increase over the 

3 http://www.bseindia.com/indices/sme_ipo.aspx?page=531BB8D5-6CB9-4ABC-8791-
378F12A70B60.
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offer price and seven companies between 50 to 100 per cent increase, 
while seventeen companies recorded negative returns over the offer 
price (Chart 3).

Though a majority of the companies listed on the SME platform 
recorded positive returns, most of these scrips had very low liquidity. 
However, SEBI guidelines stipulate that merchant bankers should 
act as market makers in the stock for three years. This means that the 
appointed market makers will provide two-way quotes for the stock for 
75 per cent time of the day. They will hold a certain number of shares 
of the company and facilitate trading in that security by becoming the 
counter party to a buyer or a seller in the stock. It is expected that in due 
course liquidity will increase in this segment.

Section VI 
Some Financial Attributes of the Companies  

Listed on SME Platforms

The major financial attributes of companies listed on SME platforms 
have been analysed as:

a) Profitability: Profit and loss data of 56 out of the 64 companies are 
available for the three-year period preceding the issue. Out of these 
56 companies, 40 companies recorded profits in all the three years 
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of their operations prior to the issue. Out of these 40 companies, 24 
witnessed a sustained rise in their profits. Six companies recorded 
losses in the year preceding the issue and one company did not 
earn any profit during the three-year period prior to issue. Hence, 
as far as profitability is concerned, these companies had a mixed 
track record.

b) Price-earnings ratio: A comparison of the price-earnings (P-E) 
ratio of SME companies at the time of listing in the exchange with 
their peer group companies indicates that out of 39 companies 
forwhich comparable data are readily available, 19 had P/E ratios 
higher than the industry average, whereas 20 companies had P-E 
ratios lower than industry peer group average. On the basis of P-E 
ratios, it can be inferred that these stocks are not cheaply priced.

c) Institutional Holdings: Institutional holdings of the enterprises 
show that in most of these companies, the promoters held on an 
average 52 per cent of the stakes. Institutional holdings were very 
small in some and absent in most companies. A higher holding 
by financial institutions ensures better governance and higher 
accountability, which seems to be absent in most of the enterprises. 
Participation by institutional investors who take investment 
decisions after a critical analysis of the business prospects of the 
issuers will encourage a larger number of individual investors to 
gain confidence about investing in SME issues (NSE 2013).

d) Utilization of Resources Raised by Firms: Most of the companies 
that had mobilized resources through equity issues aimed to deploy 
them for meeting working capital requirements, augmenting 
capital base, general corporate purposes, enhancement of margin 
requirements and expansion of businesses. Five enterprises raised 
capital in order to repay their debts.

e) Expenses on Public Issues: An analysis of expenses on public 
issue floatations as percentage of issue proceeds indicates that the 
cost of floatation by the SME companies was significantly higher 
than those companies which were listing on the main exchanges. 
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Chart 4 shows that out of 58 enterprises, 31 spent 5-10 per cent, 
13 spent 10-15 per cent, three spent 15-20 per cent and two spent 
20-25 per cent of the total gross mobilization on issue expenses. 
Issue related expenses for the companies on main exchanges were 
on an average about 5 per cent during 2012-13 and 2013-14. A 
higher share of issue floatation expenses was on account of high 
underwriting fees charged by the underwriters. High underwriting 
fees was mainly on account of the expanded role that merchant 
bankers played in case of SME IPOs vis-à-vis main exchange 
IPOs. In the case of SME IPOs, merchant bankers are also 
entrusted with the responsibility of market making of the security 
for three years in addition to underwriting the issue 100 per cent. 
While in a normal IPO, the role of a merchant banker ends once 
the issue process is over in the case of a SME IPO because of 
his market making responsibilities a merchant banker has to stay 
involved with the company for three years after completion of the 
issue process. In order to discharge the function of market making, 
a merchant banker has to keep some securities with him, which 
raises his capital requirement. As a result, the fee charged by a 
merchant banker increases and thereby the cost of equity resource 
raising by the SME companies from the SME Exchange goes up.
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On the basis of this analysis of the publicly available financial attributes, 
it is difficult to conclude that the financial attributes of companies listed 
on SME platforms are the major drivers of the strong increase in the 
stock prices of these companies in the secondary market. One possible 
explanation for the strong rise in stock prices of SME companies in 
the secondary market could be the high weightage attached to the 
management of these companies by investors. However, in such a 
scenario, companies’ managements should be encouraged to increase 
transparency and provide more accurate information about their 
functioning for informed price discovery. Exchanges may also provide 
handholding to the companies listed with them. They may also provide 
research updates on the financial performance of these companies on a 
regular basis which will reduce information asymmetry about them.4

Section VII 
Summing up

Given the importance of SMEs in the Indian economy, an adequate 
flow of financial resources is a priority for the government and regula-
tory authorities. The stock exchanges have launched a new platform 
for meeting the equity funding requirements of SMEs. An analysis of 
SME issues listed on SME platforms indicates that in terms of amount 
of equity resource mobilization, their initial performance is encourag-
ing. However, issue floatation costs of these companies are significantly 
higher.

A sharp rally in the BSE SME IPO Index, despite a not so encouraging 
scenario in the overall secondary market, low liquidity and low volume 
of trading add to the caution list about the performance of these issues. 
Though at present only informed investors who have risk taking 
appetites are expected to participate in SME platforms, managements 
of the listed companies should be encouraged to increase financial 
transparency for fair pricing. In order to tackle problem of illiquidity, 
SEBI has made it compulsory for the underwriter to act as the market 
maker for a period of three years in order to facilitate trading. However, 

4 Though BSE provides research notes on the financial performance of the companies listed on 
its platform, at present it is not provided on a regular basis.
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after the completion of the stipulated three years, given the illiquidity in 
these scrips, the performance of the index might pose a problem.

Over reliance on underwriters for market making puts a huge 
responsibility on merchant bankers. It increases their capital 
commitments. A high capital commitment discourages reputed 
merchant bankers to participate in the market which in turn raises the 
cost for the issuer. Low participation of institutional investors in SME 
platforms is another weak link of this segment. In order to make SME 
platforms sustainable exchanges and regulators should look into these 
weaknesses and try to remove these weak links by enhancing financial 
transparency and handholding.
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Introduction

This is that time of the year when the economics fraternity is abuzz with 
the news of potential winners of the prestigious prize in economics, the 
Nobel Memorial Prize. This will be the 45th year of award of the prize. 
This article looks into the history of the Nobel Prize in Economics and 
attempts to elicit certain interesting facets.

A Swedish chemist and engineer, Alfred Nobel (1833-96), made a 
fortune from the manufacture of explosives. He left most of the money 
in trust and according to the terms of the Nobel Will (hereafter, Will): 

the capital, invested in safe securities by my executors, shall 
constitute a fund, the interest on which shall be annually distributed 
in the form of prizes to those who, during the preceding year, shall 
have conferred the greatest benefit on mankind (extracted from 
Nobel Foundation website, hereafter NFW).

The Will further reiterated that five prizes would be awarded to the 
persons who shall have: (a) made the most important discovery or 
invention within the field of physics, (b) made the most important 

* Assistant Adviser, Department of Economic and Policy Research, Reserve Bank of India, 
Central Office Building, Fort, Mumbai 400001. I would like to thank, without implicating, an 
anonymous referee for the comments on an earlier draft. The article was written prior to the 
Nobel prize announcement in October 2014. The views expressed and the approach pursued in 
the paper is strictly personal. E-mail: saibalghosh@ rbi.org.in.
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chemical discovery or improvement; (c) made the most important 
discovery within the domain of physiology or medicine; (d) produced 
in the field of literature the most outstanding work in an ideal direction; 
and (e) done the most or the best work for fraternity between nations, 
for the abolition or reduction of standing armies and for the holding and 
promotion of peace congresses. The Will further remarked:

The prizes for physics and chemistry shall be awarded by the 
Swedish Academy of Sciences; that for physiological or medical 
work by the Caroline Institute in Stockholm; that for literature by 
the Academy in Stockholm, and that for champions of peace by a 
committee of five persons to be elected by the Norwegian Storting 
(extracted from NFW).

The executors of the Will established a private institution, the Nobel 
Foundation, to manage the bequest and coordinate the work of the 
various prize-awarding institutions. The five original Nobel Prizes – in 
Physics, Chemistry, Physiology/Medicine, Literature and Peace – have 
been awarded annually since 1901.

It was not until 1968 that the Sveriges Riksbank (Bank of Sweden), as 
part of its tercentenary celebrations, instituted a sixth award: the Bank 
of Sweden Prize in Economic Sciences in Memory of Alfred Nobel. 
The Economics Prize is, therefore, not technically a Nobel Prize, as it 
was not part of the Will; it is rather a Nobel Memorial Prize funded by 
the Bank of Sweden. This prize, popularly known as the Nobel Prize in 
Economics, is awarded annually by the Royal Swedish Academy of 
Sciences in line with the basic principles of the original five prizes. 
According to the statutes ‘the Prize shall be awarded annually to the 
person who has carried out a work in economic science of the eminent 
significance expressed in the Will of Alfred Nobel drawn up on 
November 27, 1895’.

Section II 
Nomination and Selection Process

The work of handling nominations is undertaken primarily by the Royal 
Swedish Academy of Sciences (see NFW for details). The people/
institutions that are qualified to nominate for this award include: (a) 

 
International Scenario
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Swedish and foreign members of the Royal Swedish Academy of 
Sciences, (b) members of the Prize Committee for the Bank of Sweden 
Prize in economic sciences, (c) prize winners in economic sciences, 
(d) permanent professors in relevant subjects at the universities and 
colleges in Sweden, Denmark, Finland, Iceland and Norway, (e) holders 
of corresponding chairs in at least six universities or colleges, selected 
for the relevant year by the Academy of Sciences with a view to ensuring 
the appropriate distribution between different countries and their seats 
of learning, and (f) other scientists from whom the Academy may see fit 
to invite proposals. As regards (e) and (f), the decisions as to the 
selection of the teachers and scientists are taken each year before the 
end of September (NFW).

The Academy receives over 200 nominations every year. The economics 
prize selection committee of the Academy (with five members and 
several adjunct members with same voting rights as the members) 
commissions expert studies of the most outstanding candidates. These 
studies are usually conducted by experts with international reputation 
from other countries. They might also be experts from Sweden. The 
Prize Committee presents its award proposal to the social science class 
of the Academy as a report which contains a detailed survey of the 
potential candidates who are shortlisted for the prize. The report 
advances arguments in support of the proposal, incorporating 
observations from all the solicited expert studies. After carefully 
analysing the information, the social science class suggests a Laureate 
(or a shared prize between two or, at most, three Laureates) following 
the committee’s proposal. Finally, the Academy meets, usually in 
October, to take a final decision on the award. The deliberations and votes 
of the Academy are kept secret. Table 1 highlights the process.

The annual presentation of the award, along with the original five prizes, 
is made at a formal ceremony at the Stockholm Concert Hall on 10 
December, the anniversary of Alfred Nobel’s death. At the award 
ceremony, the recipient receives a diploma, the Nobel medal and the 
prize amount. Until 1968, in principle, more than three persons could 
share the Nobel Prize in an area, but this never happened in practice. 
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The previous wording of the statutes governing the prize was altered in 
1968 to read ‘in no case may a prize be divided between more than three 
persons’.

Section III 
The Nobel Memorial Prize in Economics

Since its inception in 1969, 74 economists have been awarded the prize 
till 2014. Single awards were made on 22 occasions. Annexure I 
provide the year wise details. In what follows, we attempt to glean 
certain interesting facts about the recipients of the Nobel Memorial 
Prize in Economics.

III.1 Areas

A useful starting point, following Lindbeck (1985) would be to ascertain 
the areas in which the Nobel prizes have been awarded. However, in 
view of the ‘multidimensional nature of scientific contributions’ 

Table 1: Process of Selection of Winners of the Nobel Memorial Prize in Economics

Month Process

September Nomination forms sent out by Prize Committee to around 3,000 persons.
February Deadline for submission. The filled-in forms need to reach the committee not 

later than 31 January of the following year. Around 250-350 names are submitted.
March-May Consultation with experts. The names of short-listed candidates sent to 

especially appointed experts for their assessment of the candidates’ work.
June-August Writing of the report. The Prize Committee puts together the report with 

recommendations to be submitted to the Academy. All members of the 
committee sign the report.

September Committee submits recommendations. The Prize Committee submits its report 
with recommendations on the final candidates to Academy members. The 
report is subsequently discussed at two meetings of the economics section of 
the Academy.

October The Academy of Sciences selects the economics prize winners through a 
majority vote. The decision is final and no appeal can be made against it. The 
names of the prize winners are then announced.

December Winners receive their prizes. The prize award ceremony takes place on 10 
December in Stockholm when the winners receive the economics prize 
consisting of a medal, diploma and a document confirming the prize amount.

Note: Figures in the second row for September pertain to year t, information for other months 
pertain to year t+1.
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(Lindbeck, NFW), any adopted classification could prove arbitrary.
1 

Based on hindsight, we adopt a more disaggregated classification, in 
line with courses typically taught at university levels: microeconomics 
(Stigler, 1972), macroeconomics (Friedman, 1976; Lucas, 1995; 
Kydland and Prescott, 2004), public economics (Buchanan, 1986), 
financial economics (Merton and Scholes, 1997), development 
economics (Schultz and Lewis, 1979), international economics (Ohlin 
and Meade, 1977), growth economics (Solow, 1987), macroeconometrics 
(Klein, 1980), econometrics (Heckman and McFadden, 2000), game 
theory (Aumann and Schelling, 2005), information economics (Akerlof, 
Spence and Stiglitz 2001)

2 and economic history (Fogel and North 
1993). Needless to state, even such a disaggregated classification could 
be arbitrary, since there is often an overlap between the identified fields 
and contributions often span multiple fields. Alternately, certain fields 
of study could be subsumed within broader categories, substantially 
downsizing our classification. Keeping these caveats in view, the broad 
distribution (with subject areas in alphabetical order) is set out in 
Table 2.

Clearly, microeconomics and game theory are at the very top of the 
ladder, accounting for 25 (over one-third) of the economists who have 
received the prize.

III.2 Affiliation

At the time of the award, the laureates were affiliated with some of the 
most prestigious universities in the world. Only 12 universities have 
been associated with three or more awards. These include: University 
of Chicago (12), Harvard University (5), University of Cambridge 

1 Assar Lindbeck (1985), Chairman of the Economics prize committee for over a decade till the 
mid-1990s, employed a five-fold classification (basic economic theory, theoretical contributions 
concerning specific sectors, new methods of economic analysis, pure empirical research and 
non-formalized innovative thinking). Subsequently, Lindbeck (NFW) adopted a more generic 
classification (general equilibrium, macroeconomics, microeconomics, interdisciplinary 
research and new methods of economic analysis).
2 Incidentally, the maximum number of awards was also in 2001, when 15 personalities (3 each 
in Chemistry, Economics, Medicine and Physics), 2 in Peace and 1 in Literature were awarded 
Nobel prizes.
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(4), University of California, Berkeley (5), Columbia University (4), 
Princeton University (6), MIT (4), Stanford University (3) and Yale 
University (3). An important point of note is, at the time of the award, 58 
of the 74 (or 78 per cent) Nobel recipients were affiliated to US 
universities, highlighting the leading role of the US in pioneering 
economic research since its inception.

III.3 Doctorates

Another important point of note is that the Nobel laureates have been 
trained in some of the highly reputed universities. Of the 74 recipients, 
55 received their doctorates from 15 universities. These 15 universities 
which have imparted doctoral training to two or more laureates (names 
and earliest year of doctorate in that order) include: University of 
Chicago (Stigler 1938; Simon 1943; Buchanan 1948; Markowitz 
1954; Aumann 1955; Becker 1955; Lucas 1964; Fama1964; Scholes 
1969), Harvard University (Samuelson 1941; Tobin 1947; Schelling 
1951; Solow 1951; Smith 1955; Sargent 1968; Sims 1968; Spence 
1972; Maskin 1976; Myerson 1976), MIT (Klein 1944; Mundell 
1956; Diamond 1963; Akerlof 1966; Stiglitz 1967; Merton 1970; 

Table 2: Distribution of Nobel Prizes in Economic Sciences

Area N.
recipients

Percent 
to total

Average
Age (YRS)

Average words
in citation

Development economics 2 2.7 70.5 17
Economic governance 2 2.7 76.5 12
Economic history 2 2.7 70 22
Econometrics 5 6.8 65 12.2
Financial economics 8 10.8 62.1 8.9
Game theory 10 13.5 71.6 11.6
Growth economics 2 2.7 66.5 17.5
Information economics 5 6.8 63.8 10
International economics 4 5.4 67.5 15
Labour economics 3 4.1 68 8
Macroeconomics 10 10.8 67.5 18.4
Microeconomics 15 20.3 65.9 14.9
Macro econometrics 4 5.4 68 13.3
Monetary economics 1 1.4 64 23
Public economics 1 1.4 67 17
asdasd 74 100 67 13.9
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Shiller 1972; Krugman 1977); Columbia University (Kuznets 1926; 
Friedman 1946; Vickery 1948; Arrow 1951), Princeton University 
(Nash 1950; Shapley 1953; Heckman 1971); Carnegie Mellon 
University (Williamson 1963; Prescott 1967; Kydland 1973); University 
of Minnesota (McFadden 1962; Hansen 1978) Johns Hopkins 
University (Miller 1952; Fogel 1963), University of California, 
Berkeley (North 1952; Kahnemann 1961); University of Cambridge 
(Stone 1935; Sen 1959; Mirrlees 1963), University of Leiden, 
Netherlands (Tinbergen 1929; Koopmans 1936), University of London 
(Lewis 1942; Coase 1951), University of Oslo (Frisch 1926; 
Haavelmo 1946), University of Paris (Allais 1949; Debreu 1956) 
and University of Stockholm (Ohlin 1924; Myrdal 1927).3

III.4 Single versus Joint Winners

Joint awards have been made on 26 occasions. In the case of joint 
awards, the prize has been shared between two economists on 20 
occasions and between three economists i n six i n s t a n c e s  (1990, 
1994, 2001, 2007, 2010 and 2013). In fact, in the first year itself, the 
Nobel Memorial Prize was shared between two economists.

III.5 Theory versus Policy

In its citation, the award typically cites the contribution of the recipient 
in the concerned area of economics. While it is often difficult to make a 
watertight demarcation between theory and policy, in only six instances, 
the word ‘policy’ (the winner and year of prize in that order) explicitly 
figures in the prize citation (Friedman 1976; Klein 1980; Lucas 1995; 
Mundell 1999; Kydland 2004; Prescott 2004; Phelps 2006). Except for 
2004, the rest of them were single prize winners in those years. On the 
other hand, the word ‘theory’ was explicitly mentioned in as many as 23 
instances (including 11 instances when there were multiple awardees), 
presumably hinting at the dominance of theoretical research. Only in one 

3 Best known for his paper titled Theory of the Firm based on a lecture delivered when he was 
21 years old, Ronald Coase expired on 2 September 2013 at the age of 102 years. A couple 
of months prior to that, Robert Fogel, co-winner (along with Douglass North) of the 1993 
Economics Nobel Prize, expired on 11 June 013.More recently, Gary Becker expired in May 
2014.
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instance (Friedman 1976), the words ‘theory’ and ‘policy’ both find 
place in the prize citation.

III.6 Empirics

In only seven instances, does the word ‘empirical’ appear in the 
citations. It was first mentioned in 1971 (in case of Kuznets), and 
subsequently in 1984 (in case of R. Stone) and more recently in 2011 
(Sargeant and Sims) and 2013 (Fama, Hansen and Shiller).

III.7 Prize Citation

The prize citation underscores the pioneering contribution of the winner 
in the concerned area. The longest citation (26 words) were in 1971 
(Kuznets) and 1974 (Myrdal and Hayek), followed closely by Samuelson 
(1970; 25 words); the shortest citation (six words) was for A. Sen, who 
received the prize in 1998; the average number of words per citation has 
been 13.9 (See Table 1). In 37 instances, the number of words in the 
citation exceeded 12.5 (the median number of citation words). Typically, 
in the case of joint winners, there is a uniform citation highlighting 
the contribution of the winners in the concerned area. In three instances 
(2000, 2003 and 2009), the joint citation was different for each winner.

III.8 Criteria for Awards

When considering a valuable contribution, as Lindbeck (NFW) has 
observed, the selection committee looks, in particular, at the originality 
of the contribution, its scientific and practical importance, and its impact 
on scientific work (italics in original). To some extent, the committee 
also takes cognizance of its impact on society at large, including its 
influence on public policy (Lindbeck NFW). Many a times, the 
relevance of new results might only be transient, therefore having much 
less generality than was initially conjectured. Therefore, only when a 
substantial amount of time elapses since the contribution and its 
scientific value becomes firmly established does the committee take a 
call while deciding on the awardees.

III.9 Does Age Matter?
Following from the earlier point, unlike other Nobel prizes, in 
economics, recipients receive the prize after sufficient time has elapsed 
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since their contribution in the concerned area. This is reflected in the 
average age of Nobel recipients being 67 years (median age of 67 
years); the youngest Nobel winner was Arrow (1972; 51 years) and the 
oldest till date has been Hurwicz (2007; 90 years).4 Apart from Arrow, 
14 other laureates who were 60 years or younger include, in ascending 
order of age: Merton (53 years), Samuelson and Krugman (55 years), 
Heckman, Scholes, Sharpe and Myerson (56 years), Mishkin (57 years), 
Lucas, Spence and Stiglitz (58 years) and Klein and Mirrlees (60 years).5 
Across disciplines, the youngest winners, on average, are in financial 
economies (average age of 62.1 years) whereas the oldest are in 
economic governance with an average age of roughly 76.5 years (Table 
1). Usually, it takes a longer time in areas like game theory to ascertain if 
a new contribution has enduring relevance or is just a fad. On the other 
hand, the applicability of ideas in financial economics is presumably 
much more widespread and quickly and easily testable; it therefore 
takes relatively less time to identify the import of an idea.
III.10 Awarded Contributions

The growing emphasis on mathematical techniques have been strongly 
reflected in the awards, important examples being the prizes to Samuelson, 
Hicks, Arrow, Koopmans, Kantorovich, Debreu, Allais, Phelps as well as 
laureates in financial economics and game theory.

Another important emerging trend has been the growing importance of 
quantitative methods including systematic statistical testing or 
estimation. This development is reflected in the awards to several 
economists early in the history of the Nobel Prize: Frisch, Tinbergen, 
Leontief, Klein, Stone (up to the mid-1980s) and subsequently, 
Heckman, McFadden, Engle, Granger, Sargent and Sims, Fama and 
Hansen (post-1999), to name a few.
4 Compare this: in Physics, the youngest Nobel Prize winner was 25 years, in Chemistry 35 
years, in Medicine/Physiology 32 years, in Literature 42 years and in Peace 32 years.
5 The Nobel Prize in Economic Sciences also provides the case of the oldest Nobel Prize winner 
at 90 years. The list includes four more octogenarians, Shapley, who received the prize at 89 
years, Thomas Schelling (84 years), William Vickery (82 years) and Ronald Coase (81 years). 
It may also be stated that Schelling retired in 2003 as Professor at the University of Maryland 
and was planning to learn a computer to finish research on racial segregation that he had started 
long back. After the Nobel Prize, the University of Maryland un-retired him to raise funds 
(Harford 2005).
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The awards also illustrate the important role of macroeconomics during 
the post-war period. Prizes to recipients such as Friedman, Klein, 
Tobin, Modigliani, Solow, and more recently, to Lucas, Kydland, 
Prescott and Phelps bear testimony to this fact. Innovative ways of 
exploring the complexities of economic systems have been recognized, 
as reflected in the awards in the areas of information economics, 
human capital and game theory as well as the role of economic 
governance.

III.11 Woman Awardee

It was as late as 2009 that Elinor Ostrom became the first woman 
recipient of the Nobel Prize in Economics. Contextually, it may be 
mentioned that between 1969 (first year of t he  Nobel Prize in 
Economics) and 2012, the Nobel Prize has been awarded 29 times; the 
maximum number of women awardees have been in the areas of peace 
(12) and medicine (9); the earliest awardee (since 1969, the first year of 
Nobel Prize in Economics) was in 1976.

III.12 John Bates and Nobel

Important indicators of potential Nobel winners include high citation 
counts (Quandt 1976) and prior award of prestigious honours. In the 
latter case, a number of recipients of t h e  John Bates Clark Medal 
have subsequently been awarded the Nobel Prize in Economics. The 
Medal (named after American economist John Bates Clark 1847-
1938) was instituted in 1947 by the American Economic Association 
and is awarded every two years to an American economist under the 
age of 40 who is adjudged to have made ‘a significant contribution to 
economic thought and knowledge’. To date, 35 economists have been 
awarded the Medal (no award was given in 1953) and 12 of them went 
on to become subsequent winners of the Nobel Memorial Prize. These 
include (with year of medal and Nobel Prize respectively, in that order): 
Samuelson (1947, 1970); Friedman (1951, 1976); Tobin (1955, 1981); 
Arrow (1957, 1972); Klein (1959, 1980); Solow (1961, 1987); Becker 
(1967, 1992); McFadden (1975, 2000); Stiglitz (1979, 2001); Spence 
(1981, 2001), Heckman (1983, 2000) and Krugman (1991, 2008). 
The shortest time gap between the two awards was for Arrow (15 
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years) and the longest (26 years) was in case of Tobin (1981) and 
Solow (1987).6

This evidence appears to suggest that, on average, there is a time lag of 
just over two decades between receipts of these two awards. It would, 
therefore, be of interest to see which other Medal winners since the 
mid-1970s (Feldstein 1977; Hausman 1985; Grossman 1987; Kreps 
1989; Summers 1993; Card 1995; Murphy 1997; Shleifer 1999, 
Rabin 2001; Levitt 2003; Acemoglu 2005) among others, go on to win 
the Nobel Prize. This, however, does not preclude earlier living winners 
of the Medal -- Nerlove (1969), Jorgensen (1971) and Franklin Fisher 
(1973) – from receiving the Nobel Prize.

III.13  American Economic Review and Nobel

A committee of top economists was selected by Robert Moffitt, 
erstwhile Chief Editor of American Economic Review to choose the top 
20 articles published in that journal over the 100 years of its existence 
(See, Arrow et al. 2011). The list included 26 economists, including 12 
(or, 46 per cent) of them who have been awarded the Nobel Prize.7

III.14 Post-crisis world

In 2011, The Economist conducted a poll among experts in economics 
by invitation. The two most important questions that experts were asked 
to address were: (a) which economist was most influential over the past 
decade and (b) which economists have the most important ideas in the 
post-crisis world? As regards the first, Bernanke topped the list with 
seven nominations, followed by Keynes (four nominations), Sachs, 
Minky nd Krugman (with three nominations each) and Adam Smith, 

6 The American Economic. Association (AEA) instituted the Francis A Walker Medal in 1947, 
named after the First President of AEA (1886-92), awarded every five years ‘to the living 
American economist who in the judgment of the awarding body has during his/her career made 
the greatest contribution to economics’. It was discontinued in 1981 after the Nobel Prize made 
it superfluous. Finally, in the 1960s, the AEA instituted the Richard T. Ely Lecture, named 
after Richard T Ely, the first Secretary of AEA and erstwhile President (1900-01), under which 
renowned economists give their address at the yearly AEA Conference. Since 2009, the John 
Bates Clark Prize is awarded on an annual basis.
7 These include, in alphabetical order of surnames: Arrow, Friedman, Krugman, Kuznets, 
Lucas, Miller, Mirrlees, Modigliani, Mundell, Stiglitz, Von Hayek and Shiller.
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Lucas, Stiglitz, Von Hayek and Greenspan (with two nominations each). 
Among the names cited here, four have already been awarded the Nobel 
Prize in Economics. As for the latter, the leaders were Raghuram Rajan, 
Robert Shiller and Kenneth Rogoff (with three nominations each) and 
Barry Eichengreen and Nouriel Roubini (with two nominations each).

Section IV 
Achievement and Fame: A Clue to Future Winners?

In this section, we focus on potential Nobel Prize winners by estimating 
their achievements from their fame. We follow Claes and De Cuester 
(2013) and Simkin and Roychowdhary (2011) and specify for economist 
j the relation between achievement (A) and fame (F) by expression (1):8

  
(1)

In order to eliminate (the unknown) β, it becomes useful to focus on 
relative achievement in equation 1, by scaling the achievement of 
economist j by the maximum achievement reached by any economist 
(Amax), yielding expression (2):

 

(2)

Finally, to arrive at a tractable solution for (2), we substitute C by the 
minimum fame obtained by the potential winners, in order to prevent 
the possibility of (Fj /C) falling below unity (and consequently, its 
natural log from becoming negative). This leads us to expression (3):

 (3)

8 In their study of fame of World War-I fighter pilots, Simkin and Roychowdhary (2006) found 
the relation between fame (F) and achievement (A) to be of the form: . The 2011 
paper by the same authors turned the question upside down, yielding expression (1) as above.
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In this process, the fame proxy is rescaled to a relative achievement scale. 
This normalized scale is bounded in the unit interval. This procedure provides 
us with a crude proxy for estimating the relative achievements of potential 
Nobel winners.

We select 30 economists for our analysis. We proxy fame by the number of 
‘citations’ on Microsoft Academic Search. However, fame can be a noisy 
estimate, simply because the fame of a person can also be because of the fame 
of namesake(s). To minimize this noise, we searched the intersection of the 
specific name format for the economist (as provided in Table 3) and the field of 
study ‘economics and business’. Owing to this, the number of hits got 
severely restricted. Given this constraint, this ensured a uniform restriction for 
every chosen individual.

On 2 June 2014, we searched Microsoft Academic Search using this 
criteria and found that Andrei Ikjkl Shleifer led the ranking with 
nearly 45,000 citations (i.e, Fmax). At the other end of the list is Anne 
Krueger (i.e, Fmin).

9 Chart 1 shows the histogram of Ln(Fame). The 
number of ‘hits’ appears to be skewed. In other words, a unit of extra 
achievement leads to a disproportionate increase in fame.

10 The  

9 The reported number of ‘hits’ can change over time, even perhaps within a day. As a result, we 
specify the given day on which the information was accessed.
10 To see this, note that Andrei Shleifer generates nearly 2-times more citations than the number 
two in the list and roughly 3-times the number as the individual placed third in the list.
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table of relative achievements appears to suggest that a significant 
number of those in the list are those with influence well beyond the 
realms of academia (Table 3).

Section V 
Controversies

Several criticisms have been labeled of the Nobel Memorial Prize. First, 
concerns have been voiced that the Chicago School has been the most 
favoured. More than ten economists (Becker, Coase, Fogel, Fama, 
Friedman, Hansen, Heckman, Lucas, Miller, Myerson, Schultz and 

Table 3: Relative Achievements of Potential Nobel Prize Winners

No. Name Citations Relative achievement

1 Andrei Ikjkl Shleifer 44,758 1.000
2 Robert J Barro 25,406 0.849
3 Peter Charles Bonest Phillips 16,832 0.739
4 Alan B Krueger 15,829 0.722
5 Jeffrey Sachs 15,194 0.711
6 Kenneth S Rogoff 14,009 0.689
7 Lawrence H Summers 13,378 0.677
8 Gene M Grossman 12,140 0.651
9 Angus Deaton 11,813 0.644

10 David Card 10,824 0.620
11 Jerry A Hausman 10,742 0.618
12 Douglas W Diamond 9,445 0.584
13 Ben Bernanke 8,461 0.555
14 Barry J Eichengreen 8,341 0.551
15 Matthew Rabin 8,084 0.542
16 John B Taylor 7,972 0.539
17 Mohammed Hashem Pesaran 7,951 0.538
18 David F Hendry 6,802 0.496
19 Stanley Fischer 6,398 0.480
20 Martin S Feldstein 6,079 0.466
21 Richard A Posner 5,241 0.427
22 Gordon Tullock 4,849 0.406
23 Jagdish N Bhagwati 4,707 0.398
24 Sam Peltzman 2,721 0.251
25 Kevin M Murphy 2,667 0.246
26 Stephen Ross Yeaple 2,320 0.209
27 Franklin M Fischer 2,303 0.207
28 Dale W Jorgensen 2,084 0.180
29 Marc Nerlove 2,084 0.180
30 Anne O Krueger 1,063 …
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Stigler) were faculty members of this university and several others 
(Becker, Buchanan, Fama, Lucas, Markovitz, Scholes, Simon and 
Stigler) received their doctoral training from this university. All in all, 
16 out of 74 (or, one-fifth) of the economists were, directly or indirectly, 
attached to the University of Chicago, highlighting the important role 
of this university in the institutional pecking order.

Second, it is often felt that the Academy needed to clear the ‘backlog’ of 
specific achievements after its inception. This is echoed in Lindbeck 
(NFW) who remarked: ‘during the first decade of the Economics Prize, 
the Committee largely had the task of working with a heavy backlog of 
rather obvious candidates’ (emphasis added). However, this backlog 
could not be fully eliminated, either because several of them expired 
before the award was instituted (Keynes 1883-1946) or before their 
contribution could possibly be honoured (Joan Robinson 1903-1983) 
since post-1974, the statutes of the Nobel Foundation stipulated that the 
award cannot be given posthumously (Snowdon and Vane, 1999).

There have also been criticisms labeled against specific winners, for 
example, against John Nash for his alleged mental illness. This 
controversy led to a change in the governing committee: members were 
subsequently appointed for a 3-year term (instead of an unlimited term, 
as earlier) and the scope of the prize expanded to include interface with 
areas such as political science, psychology and sociology. Way back 
in 1976 when Milton Friedman was awarded the prize, there were 
international protests, ostensibly because of Friedman’s brief association 
with a Chilean dictator. More recently in 2008, after Krugman won the 
Nobel Prize, charges were labeled with headlines such as ‘Bush critic 
wins Nobel Prize in economics’ (Ringstrom et al. 2008).

Additionally, concerns have been voiced that given the prestige involved 
in the prize and the status it affords to affiliated universities, it often 
leads to a competitive race. Franco Modigliani, the 1985 Laureate, 
remarked ‘Nobel Prize winners are to the scientific establishment what 
cardinals are to the church. They are figures who command reverence 
and benevolence’ (quoted in Snowdon and Vane 1999). In one debate, J. 
Bhagwati, Professor at Columbia University went in and told Stiglitz 
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‘Joe, don’t use your Nobel prize as a weapon of mass destruction’ (quoted 
in Panagariya 2013).

Section VI 
Concluding Remarks

In conclusion, what does one take away from this analysis? Without 
delving into intricacies, the analysis enables us to make the following 
broad inferences. First, the awarded laureates are located primarily in 
the US. As well, the analysis suggests that the list of awardees is skewed 
towards universities located in the US. Third, the awardees had received 
doctoral training in one of the 15 select universities with a distinguished 
track record, out of which, eight are in the US. Finally, without loss 
of generality, game theory and microeconomics appears to dominate 
the awardee list, although of late macroeconomics and empirical 
applications have been gaining importance.
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Reserve Bank of India Occasional Papers
Vol. 34, No. 1 & 2: 2013  

Global Financial Contagion: Building a Resilient World Economy 
after the Subprime Crisis, by Shalendra D. Sharma (Cambridge 
University Press), 2014, US$ 36.99

Six years after the great financial crash shook the world in 2008 its 
after-effects continue to be felt as the global economy struggles to 
regain its lost momentum. The depth and impact of the great crash was 
unlike anything the world had seen since the Great Depression, and it is 
therefore not surprising that scholars continue to debate the reasons that 
led to the crisis, and the way out of it.

The profound impact of the crisis has led several scholars to grapple 
with its causes and to identify remedies that will prevent a repeat 
of such an event. In his recent book, Global Financial Contagion: 
Building a Resilient Economy after the Subprime Crisis, Shalendra D. 
Sharma, a professor in the Department of Politics at the University of 
San Francisco, provides a lucid summary of the origins of the crisis, 
its aftermath and the way forward. The author examines the evidence 
presented by a broad cross-section of economists on the economic crisis 
and sheds light on the economics and political roots of many of the 
economic problems. He expresses his ideas and views in ten well- 
organized and well-linked chapters. In these chapters he examines in 
detail how the economies – Eurozone, Russia, China, India, East 
Asia and the Middle East – have been impacted, what their responses 
w e r e  and what will be G20’s role in this direction.

The origins of the crisis and the US response

Sharma points out that the three decade long period of great moderation 
in the US led to complacencies and lax policies which fuelled the 
financial crisis. The deregulation of financial markets accompanied 
by easy monetary policy led to excessive risk-taking by financial

institutions. The benign macroeconomic environment led to hubris 
among policymakers who turned a blind eye to the growing risks. 
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According to macroeconomist John Taylor, interest rates were held far 
too low for far too long, fuelling asset bubbles, particularly in the 
housing industry.

As Altunbas (2010) of BIS has shown using quarterly balance sheet data 
of banks in the US and EU, a loose monetary policy can affect risk- 
taking in at least two ways: (i) through their impact on valuations, 
incomes and cash flows which in turn can modify how banks measure 
risk and (ii) through a more intensive search for a yield process, 
especially when nominal return targets are in place. These two ways 
may be amplified if agents perceive that monetary policy will be relaxed 
in the case of decreasing asset prices in a financial downturn (the so-
called insurance effect) causing a classic ‘moral hazard problem’.

The problem of moral hazard was aggravated because of the bailouts 
during the loans and savings crisis of the 1980s and the subsequent bailout 
of Long Term Capital Management, orchestrated by the Federal Reserve 
of New York a decade ago. These bailouts set the wrong precedent, 
creating a belief that the Fed would ‘send in the cavalry’ to rescue the 
financial sector whenever financial institutions faced a liquidity squeeze. 
‘The unqualified optimism or the “ irrational exuberance” that such a 
promiscuous culture spawned took the underestimation of both risk 
and risk taking to new heights by inducing banks, non-bank financial 
institutions, and institutional and individual investors to increase their 
leverage and take increasingly aggressive (and risky) gambles,’ writes 
Sharma.

As if these trends were not egregious enough, regulators went a step 
further and repealed the Glass-Steagall Act of 1933 which had 
maintained clear walls between the transparent and regulated world 
of commercial banking and the less regulated world of investment 
banking, and which had been a bedrock of financial stability since the 
Great Depression. Under the old regime, commercial banks, investment 
banks and insurance companies had divergent interests and their 
lobbying efforts tended to offset each other. But its repeal led to the 
creation of huge financial behemoths with convergent interests, giving 
the financial industry disproportionate clout in shaping the country’s 
political and economic agenda, the author argues.
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There were several political roots of the economic crisis. The growing 
clout of the financial industry and the consequent policy environment 
of light-touch regulation was one cause of excessive risk taking. The 
other problem arose from the political agenda of inclusiveness in home- 
ownership. There was a great deal of bi-partisan support in the US for 
the excluded to own homes, leading to relaxation in under-writing 
standards of mortgages, creating the initial conditions for a perfect 
storm in the housing market. The growth of the securitization industry 
and its increasing opacity meant that there was no way to price risks 
accurately.

It was ultimately these structural problems, including the lack of 
transparency, that led to the banking panic. As Gary Gorton argued in 
a 2007 research paper, it was not the case that all bank assets became 
toxic all of a sudden but the bursting of the housing bubble which 
was  evident in rising foreclosures and the illiquidity in the corporate 
repo-market (which was at the heart of the links between the traditional 
and parallel banking systems) w h i c h  led to a crisis of confidence. 
The fact that it was impossible to identify the precise location or 
magnitude of the risk and hence to price it, especially for the CDO and 
CDO-squared’s made all securitized transactions look toxic to investors 
causing a hurried exit from the repo market, accompanied by distress 
sales. The panic also led to a multiplier effect on the fall in home prices 
as mortgage-sellers discovered that there were few takers at the going 
prices as the reality of the credit excesses of the past sunk in.

There were profound political changes underlying the economic 
transformation in the US. The author documents the rising campaign 
contributions of the financial industry in the years leading up to the 
crisis and argues that the nexus between financial and political elites 
made such excessive financialization and deregulation possible, which 
might have aided growth in the short term but ended up creating the 
crisis. The other consequence of such an arrangement was a neglect of 
the anxieties of the lower and middle classes, who were increasingly 
feeling left out in the new economy. A palliative came in the form of 
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easy credit which worked in the short-run but ended up creating long-
term problems. Sharma also cites Prasad and Rajan to buttress his case. 
According to Prasad (2012), the US has long promoted consumption-
driven growth as an alternative to a welfare state. Hence, easy credit has 
served as an alternative to the country’s poorly developed social welfare 
system. Rajan (2010) has argued that the political response to growing 
inequality in the US was in the form of easy credit, which provided the 
immediate gratification of greater consumption and jobs while 
postponing paying the inevitable bill to the future.

Sharma argues that the US response to the crisis was unimaginative, and 
the bailout packages of the Bush and Obama administrations were 
built on a false ‘Keynesian’ hope that state backed stimulus packages 
could lift the economy. The author is also critical of the Obama 
administration’s efforts to correct historical inequalities by spending 
on education and universal healthcare though he does not outline what 
the alternative could be. Sharma writes that spending by the US 
treasury has failed to boost the economy to a sustained growth path. 
While it could be true that some of the spending has been wasteful, the 
author fails to examine the counter-factual: what the state of the US 
economy would have been in the absence of the stimulus packages.

The contagion effect

The rapid pace of globalization of the financial and real economy over 
the past few decades led to a contagion effect across continents, writes 
the author. Europe’s economy was most vulnerable because of its deep 
linkages with the US, similar financial and real estate problems as the 
US and also because of the high levels of sovereign debt in peripheral 
European economies such as Greece and Portugal. As credit markets 
froze following the great cash, the vulnerabilities of the peripheral 
economies and the contradictions within the European Union came to 
the fore. Despite adopting similar stimulus packages as in the US, it has 
been even more difficult for Europe to stabilize its economy.

The monetary compact of the European Union (EU) without a similar 
fiscal compact has proved to be its weak spot. The difficulties of 
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coordination among economies that are recovering at different speeds 
within the union has only exacerbated risks and raised costs of funding 
for sovereigns with weak balance sheets. The author is of view that the 
chances of a breakup still remain and the future of the EU does not appear 
bright without deeper fiscal integration.

The author suggests ‘Although confidence has improved (that is, risk 
aversion has been tempered) since the ECB (European Central Bank) 
offered to buy the bonds of struggling economies, namely Spain and 
Italy, the bloc must continue to improve investor confidence by 
aggressively pursuing and building on the gains of the past three years.’

The financial crisis not only impacted Europe but also left a deep scar 
on the rest of the world. Although the origins of the Great Recession 
and its rapid transmission lay in the financial sector, world trade was not 
immune for very long, writes Sharma. Emerging economies experienced 
twin shocks --- first, a sudden stop of capital inflows driven by global 
deleveraging (and the resultant unwinding of positions), and second, 
a collapse in export demand. Countries with poor or limited global 
financial linkages were mainly impacted through the trade channel, 
whereas countries with deeper financial linkages were impacted via the 
financial channel. The ones most adversely impacted were economies 
with high current account deficits, high levels of indebtedness, low 
foreign exchange reserves and imprudent credit growth. Most 
developing economies were negatively impacted because of large-scale 
drops in commodity prices, deterioration in their terms of trade and the 
tightening of global credit.

Sharma highlights two key factors behind the sharp contraction in global 
trade. The first is expanding vertical specialization, where countries 
specialize in a particular stage of a good’s manufacture or assembly, 
causing increased dependency on global supply chains. The rationale 
is that intermediate goods typically cross borders several times before 
being assembled into a final product, and any disruption of product 
inputs negatively impacts all, especially countries ‘downstream’ or at 
the later phases of production as they have the higher imported content 
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in their exports. Second, since international trade requires various types 
of financing, the extremely tight credit conditions and the resultant 
shortage of liquidity (especially US dollars), coupled with rising cost of 
trade finance, contributed to a sharp fall in economic activity.

The global response and its limitations

The author argues that the global crisis has created a crisis of confidence 
in the market-driven economy and led the world to seek alternatives 
that can yield greater stability: ‘In the aftermath of the crisis, the view 
that markets are inherently volatile, unpredictable, and prone to booms 
and busts, and thus require the guiding hand of a benevolent state to 
repair wrecked economies and protect average citizens from the 
corrosive impact of crises and crashes, they had no role in creating, 
seems to be again ascendant.’

The author also hypothesizes that this shift towards activist states that 
make important interventions in the economy may reflect ‘only a 
fleeting and ephemeral pendulum swing’ rather than a paradigm shift. 
He is doubtful that an activist Keynesian state can be the solution 
to today’s problems. The solution, in his view, lies in the design of 
improved political institutions that can allow market economies to 
function efficiently, while tempering the excesses that markets and self- 
interested behaviour can sometimes lead to. In order to more effectively 
balance regulation and risk, the author suggests generating a creative 
synergy of markets and government, or what the ‘varieties of capitalism’ 
school has described as ‘institutional complementarities’.

The importance of credible and effective institutions at a global level 
is as much as it is at the domestic level albeit it is much more difficult 
to put in place such institutions or even a credible framework at the 
global level. Like previous episodes, this crisis has also led to calls for 
a new international financial architecture that is resilient to financial 
shocks and is more equitable and sustainable. But the author is not very 
hopeful about progress on this front, nor does he see a decisive agenda 
for change backed by key economies.
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The author quotes economic historian Charles Kindleberger to drive 
home his point that the absence of a powerful hegemony in today’s 
world has led to a state of flux, with little progress towards rebuilding 
the global financial architecture and putting the global growth engine 
back on track.

‘The conspicuous absence today of a global leader is again making 
the painstaking work of stabilising the international order exceedingly 
difficult,’ writes Sharma. However, in the absence of a hegemony or 
concert of powers, a multilateral body such as the G20 can be expected 
to find a way out of the global mess but the author is not very optimistic 
about the grouping. He argues that after an initial phase of 
decisiveness and joint action in the immediate aftermath of the crisis, 
the cohesiveness within the group has disappeared and it is unable to 
make headway in addressing core issues of global imbalances.

Sharma also points out that the initial response to the crisis in the form 
of a coordinated global stimulus by major economies was a panic 
reaction driven more by self interest than anything else. As the 
economic recovery began proceeding at different speeds in different 
major economies, fissures surfaced within the G20. The widening 
distance between national and global interests meant that coordination 
became increasingly difficult. This was particularly so in relation to 
monetary policy. While the US tried to isolate China within the forum 
for failing to rebalance its economy and recalibrate its currency, 
Washington’s own pursuit of self-interest by driving an expansionary 
monetary policy which endangered the fragile recoveries of emerging 
markets, was called into question.

Even in areas where the G20 agreed such as on the new Basel norms, 
implementation was delayed. The G20 has very little to show in terms 
of actual outcomes after that initial spark of bonhomie in the immediate 
aftermath of the crisis, contends Sharma. However, it is rightly pointed 
out that the institutional weakness of the G20 has prevented it from 
playing a truly decisive role in reshaping the world economy. The 
G20 lacks a formal adjudicating and enforcement system. It even 
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lacks a formal voting system so it is not possible to ascertain different 
members’ views, and all agreements are those which are agreed upon by 
consensus. Its utility has diminished steadily since the crisis as argued 
by the author.

In Global Financial Contagion, Sharma may not be presenting a novel 
or original insight into the problems plaguing the global economy, but he 
manages to provide an accessible account of what went wrong in the 
run-up to the crisis and how efforts at global coordination have 
faltered since then. The book also exposes the problems with 
multilateral structures that are supposed to lead the way out of the 
current mess, and ends on quite a pessimistic note on the future of the 
global financial architecture and the global economy.

Devasmita Jena*

* The author is Research Officer, Department of Economic and Policy Research, Reserve Bank 
of India, Mumbai.
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In Bed with Wall Street: The Conspiracy Crippling Our Global 
Economy by Larry Doyle. New York: Palgrave Macmillan, 2014. 
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In the book In Bed with Wall Street: The Conspiracy Crippling Our 
Global Economy, the author uncovers the weaknesses of the financial 
regulatory system which left immense scope for politicians and the 
financial industry and its regulators to work hand in hand and promote 
their own interests rather than those of the public.

When I started reading this book by an ex-Wall Street gentleman 
professing to write with the sole aim of pursuit of truth, I feared it 
would turn out to be as vindictive as it can get. Luckily it doesn’t get 
that bad. Divided into 12 chapters, the book highlights glaring errors on 
the part of politicians and regulators -- not in a whiny tone, but with a 
questioning tone – seeking answers on behalf of the general populace, 
sometimes with a wry sense of humour.

Doyle loves Wall Street, obviously -- the pace, the people, the whiff of 
money-- everything. Vigorous, robust markets are the need of the 
hour. However, when these become manipulated and twisted then not 
just Wall Street, but the basic premise of capitalism loses its sheen.

The book starts with ‘Pillow Talk’ tracing the history of the panic of 1873, the 
Alsrich Vreeland Act of 1908, Owens Glass Federal Reserve Act of 
1913, the Securities Exchange Act of 1934, the establishment of SEC 
and the Maloney Act of 1938 to regulate the OTC markets and moves 
right down to 2008 which was all about survival. Here the author traces 
the efforts made to induce structural changes that could lead to meaningful 
recovery in the US.

Post 2008, people felt robbed not just of their hard earned savings, but 
also the faith that they had reposed in the fairness of the financial system 
and its regulators. As in any relationship, before trust can be rebuilt 
and integrity restored, questions need to be asked and the truth revealed.
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The author’s dogged pursuit of Financial Industry Regulatory 
Authority’s (Wall Street’s Non-profit Self-Regulatory Organization) 
role /failure in the crisis, questions regarding its investment (USD 650 
million) in Auction-Rate Securities (ARS), its sudden and complete 
withdrawal from the ARS market just a few days before it crashed and 
the very labeling of ARS as cash equivalent investment all become 
pertinent in the light of the losses that a common investor has faced. Thus, 
the author questions the role of SROs during the crisis. The only positive 
spin to SROs is that they save the government money and direct 
accountability, but at what cost?

The excessive hidden fees and expenses, shortchanging of investors by 
manipulation of the benchmark rate (LIBOR), the Kangaroo Court 
arbitration process at Wall Street, the mere USD150/institution premium 
for the coveted Securities Investor Protection Corporation (SIPC) stamp 
(which promises an investor an insurance of USD 500,000) and the 
anointment of FINRA’s head Mary Schapiro to the Securities and Exchange 
Commission (SEC) in spite of a previously not so great record are 
critical questions. People say an act is the solution to all evils but 
Dodd and Frank had themselves benefitted from the very financial 
trough which they were eventually appointed to reform.

Mary Schapiro has assets valued at almost 42 million USD making her 
one of the wealthiest people in the Obama administration, despite the 
fact that she has spent her career largely in not-for-profit enterprises. 
The author’s personal contributions to the Angelides Commission, far 
from being pursued were not even acknowledged by a rubber stamp, 
making him wonder about the true desire of the commission to actually 
solve the problems at hand.

The author also makes a valid point when he states that the mere fact 
that an individual is wealthy does not necessarily mean that he will fully 
understand the risks of complex products. Financial education is not 
always the core competency of the wealthy. On one end, the financial 
inclusion drive in India focuses on the four basic products and bringing 
the populace under the organized financial market umbrella, whereas 
on the other hand, in developed countries like the US where more than 50 
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per cent of the population is into market investments, the risk emanates 
from mis-selling of complex products.

Big money buys legalized victimization of the general population, 
especially of those naïve enough to place their trust in the system. The 
six largest banks hold assets valued at close to two-third of the US GDP 
aka big muscle to wriggle out of anything. The author provides insights 
wherein ‘the too big to fail’ banks are not just ‘too big to regulate’ but 
also ‘too big to prosecute’. Lack of adequate regulatory and legislative 
structures propel a systemic cronyism between Wall Street and 
Washington to achieve profit maximization which is ultimately 
reflected in the widening income disparity in the US.

The book emphasizes the need for regulators to not merely write parking 
tickets, but to be true watchdogs in the real sense of the term. The goal 
should never be less or more regulation, but better regulation-- words 
that ring not so hollow in light of the recent FSLRC recommendations. 
The author’s admiration for Harry Markopolos (the Madoff 
whistleblower) and his likes is genuine. Of course, he does not fail to 
point out that only five people have actually received payments under 
the SEC Whistle Blower Program in the last 20 years.

The web of inter linkages at the institution and individual levels is so 
intricate and strong that by the author’s own admission it sounds like the 
plot of a cheap novel. Conflict of interest becomes a joke. He laments 
that running for re-election has become more important than running 
the country. The pursuit of power makes sense only if one can ultimately 
use it for public good. The clamour for seats on the Congressional 
finance and banking committees and the chart for the moolah received 
by politicians of all hues from Wall Street firms over the years highlight 
the nexus.

The author warns of former government officials who are the ultimate 
revolving door. And then he makes us think of the dangers of inviting 
market players as regulators as they bring along not just varied 
knowledge or on the field experience but a payoff centric culture and 
the burden of relationships made under all sorts of circumstances. It is 
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true that certain people are so disillusioned that they are ready to declare 
anarchy and a few have gone to the other extreme and embraced 
socialism. However, huge deviations aside, the sweet spot of true and 
fair capitalism is the place where we all wish to be.

At the end, recognizing the need for reviving the confidence and trust 
of the public in institutions, politicians and markets, Doyle recommends 
a few reforms ranging from the simplistic full disclosure supplement 
with each offering, reinstitution of the Glass Steagall Act, shift from rule 
based to principle based regulation to the utopian- formation of the 
Financial Regulatory Review Board. Considering his background of 30 
years in the labyrinths of Wall Street, one really expected suggestions 
with more teeth that promote the ethical practice of free market 
capitalism. However, as we all know, there is no easy quick fix or one 
liner solution to these problems. It is only a concerted effort by all 
regulatory agencies involved and considerable political will that 
investor protection can truly achieve what it professes. Overall a good 
read for all his efforts at pursuing the truth. Doyle has succeeded; 
goading us to wear our thinking hats to find the way out of the beds we 
should not have been in the first place.

Sakshi Parihar*

* The author is Manager in the Trade Division of Foreign Exchange Department of the Reserve 
Bank of India. She may be contacted at: sakshiparihar@rbi.org.in.
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