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Reserve Bank of India Occasional Papers
Vol. 13 No. 1, March 1992

Industrial Inflation in India during the
Eighties : An Explanation

Partha Ray & K. Kanagasabapathy*

The monetarist explanation of iflation secks to explain it in terms of overall
excessive liquidity generation, focusing in particular on profligacy of government
budgetary operations. The structuralists, on the other hand, put the onus of structural
bottlenecks, in particular the agricultural supply shocks. Industrial sector pricing
is often modelled in terms of mark-up. Against this background, the present study
addresses a parliqul‘ar question : if the mark-up pricing model of Indian industrial
sector becomes valid, docs ‘the central bank have any role to play in arresting industri-
al inflation? Based on empirical examination, it is argucd that the central bank
can, in fact, play a significant rolc by targeting supply of credit to the industry
as an intermediate instrument.

We have chosen five variables, viz., industrial price, wage cost, index of raw
material cost, non-food credit, industrial credit and index of industrial capacity utilisa-
tion. Monthly data serics were used for the period 1982-83 to 1990-91. We developed
a model esscntially following the mark-up approach set out by Balakrishnan for
industrial pricing, but introduced credit as an additional variable. Equations estimated
on the basis of an Ermor Correction Modcl, clearly establish credit as a determinant
of industrial inflation with the relationship being direct.

The important policy implication is that quantitative credit restrictions to the

commercial sector could remain as one of the major policy tools of the central
bank.

Introduction

The nature of Indian inflation has been a subject to intense debate.
Much of the discussion has been conducted in macro tems, scctoral
inflation studies being few and far between. A journey through the rele-
vant litcrature clcarly enables onc to discern two distinct, though not
mutually exclusive, hypotheses. The usual monctarist cxplanation of in-

* Shri Partha Ray is Rescarch Officer and Shri K. Kanagasabapathy is Director in the
Internal Debt Management Cell. The authors are indebted to Dr. Pulapre Balakrishnan,
Associate Professor, Indian Statistical Institute, Bangalore for his extensive comments
and his guidance. Authors wish to thank Shri K.S. Ramachandra Rao, Dr. A. Vasudevan -
and Dr. S.L. Shetty for discussion on relevant issucs and Shri S. Mohanan Pillai
for his computing assistance. Shri A.B. Joshirao helped producing this paper. Emors
and omissions, if any, would be the authors’ responsibility.
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flation, couched generally in aggregative terms, sccks to explain it in
terms ‘of overall cxcessive liquidity generation, focusing in particular on
profligacy of government budgctary operations. The structuralists, on the
other hand, put the onus on structural bottlenccks, in particular the agricul-
tural supply shocks. Industrial scctor pricing is often modclled in terms
- of mark-up. Against this-background, the present study addresses a particu-
lar question: if the mark-up pricing model of Indian industrial sector
becomes perfectly valid, does the central bank have any role to play
in arresting industrial inflation? We will argue, based on empirical exami-
nation, that the central bank can, in fact, play a significant role by targe-
ting supply of crcdit to the industry -as an intcrmediate instrument.

For -expository convenience, the study is organised thus: Section
1 scts out the theme of the study. Section 2 gives a resume of the
Indian litcrature on the subject. An analytical description of data is provi-
ded in Scction 3. Section 4 presents the model and its analytics. -Policy
implications are brought out in Scction 5.

Section 1 : The Theme

It would be nccessary at the outset to clarify our approach towards
treating credit as a target instrument. In the aggregative models of stabili-
sing monetary policy, the transmission mechanism runs through two chan-
nels, viz., costs or interest rates and availability of money. However,
in- terms of aggregates, there has been a long-standing debate whether
it is ‘monecy’ or ‘credit’ variablc that is important in influencing the
real scctor. One has to contend with the fact that the process of money
creation reflected in the growth of liabilitics of the banking system is
enablcd on the assets side. mainly by credit creation. Sccondly, while
incrcasc in credit leads to monctary cxpansion, it also facilitatcs creation
of output. Hence, credit has the cffect of cnhancing demand and thereby
increasing prices as also increasing supply and thereby decreasing priccs.
If one however, takes the view -that moncy supply/credit is endogenous,
it becomes feasible only to control the price at which money/credit is -
supplied, i.c., the short-term interest rate.! It may ncvertheless be noted

‘that in a developing country like India the volumc of credit and its
availability count more than the cost at which credit is supplied. In fact,
this to a large extent explains the existence of an informal credit market,
despite a fairly widespread network of banking institutions.2 Secondly,
while .one could vicw -credit as performing an accommodative role, it

1 See Moore (1988),
2 Scc Bottomiey (1975) and Gangopadhyaya and Sengupta (1985).
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is equally important to perceive the forces making credit as a cost/price-
augmenting phcnomenon.

Once we stress the role of credit in explaining the inflationary pro-
cess, the theoretical rationale becomes diverse. Is it the volume of credit
or cost of credit, which is important? In a Taylor-variety of structuralist
macroeconomic models, a contraction of credit will invariably be
stagflationary.? Apart from establishing the theoretical possibility of stag-
flationary impact of a contractionary monetary policy, Taylor’s simulation
results show its empirical validity in a three sector ‘Money-in-India’
model. The rationale of credit-constrained inflation again runs in terms
of an increase in rate of interest and a reduction in investment demand
in the idustrial sector. While the Taylor story may be found useful in
explaining partly the current inflation (i.c., during 1990-91 and 1991-92),
extending it over the whole of the eighties for empirical analysis may
not be very realistic because the range of administered lending rates
was limited and positioned at levels that arc relatively low.

It is in the above context we tum to a class of models developed
by Blinder and Stiglitz (1983) and Blinder (1987). In particular, Blinder
(1987) developed a model in which the explanation of central bank policy
affecting rcal variable has mothing to do with money; instead, credit
rationing is used as the operating instrument. In his model, the rate
of inflation is principally dependent upon the availability of credit. The
model, however, differs from Mckinnon (1975)-type explanation of credit-
rationing in terms of inadequate savings in an underdeveloped country,

“in that it envisages credit-rationing as an equilibrium phenomenon and
does not rely upon the effect of interest. rates on aggregate supply. In
particular, Blinder shows that when the economy is credit constrained
it is subject to a kind of instability owing to inflation4 If its adverse
effcct on supply is more than that on the demand, a reduction in credit
may be inflationary and can thereby cause the real supply of credit shrink
further. Taking a cue from Blinder’s model of credit rationing, we introdu- .
ce the quantity of credit as a determinant of industrial inflation in an
otherwise mark-up pricing model.

3 Sec Taylor (1983)
4 Sce Blinder and Stiglitz (1983), and Blinder (1987)
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Section 2 : Studies on Industrial Inflation in India : A Resume

There has been no dearth of empirical investigation of Indian infla-
tion. As mentioncd earlier, the studies have followed two distinct
approaches viz., monetarist and structuralist. Bhattacharya and Lodh
(1990) provide an extensive survey of most of the studies. Since our
investigation is concemed mainly with the role of moneraty policy (via
money or credit) in containing industrial. inflation, we follow a rather
selective approach in this resume, without any claim of giving an
exhaustive coverage. '

Most of the studies on industrial inflation in the ‘seventies or carly
‘eighties depicted what may loosely be called a mixed monetarist-
structuralist framework. In most cases, these studies are not-independent
investigations of industrial inflation; they form usually part of a larger
macroeconometric model.5 Marwah (1972), taking industrial price as
being determined by capacity utilisation, food and import prices finds
a pro-cyclical pricing behaviour. Industrial wages and wholesale semi-
manufactured price index emerge as the major independent variables in
Pani (1977). Interestingly Chakrabarti’s (1977) pricing equation contains
M1 as a variable (other than raw material cost and industrial wage-output
ratio) which has been found to be significant. In both Bhattacharya (1984)
and Krishnamurty (1985), M1/GNP has bcen considered as a major deter-
minant of industrial prices. However, of all the studies we have seen,
Pandit’s (1984) specification alone gives a role to credit explicitly, other
independent variables are raw material cost, fuel price, wage rate correc-
ted for productivity and rate of change in indirect taxes. Estimating over
‘the period of 1950-78, Pandit takes the rate of change of bank credit
to commercial sector as an influencing factor; its coefficient has been
found to be positive. However, credit is endogenously determined in
his macroeconomic model.

In ‘the latter part of the ‘eighties, there had been a number of studies
on industrial inflation and its relation with the demand using a mark-up
model. In a disaggregative framewbrk, Madhur and Roy (1986) estimate
the pricing equation for four types bf manufacturing industry and find
that excepting capital goods industry, in all other industries of their sam-
ple, capacity utilisation index exerts direct impact on the mark-up. On
the contrary, Chatterjee’s (1989) finding for the aggregative industry indi-
cates that demand plays no significant role; her results for six individual
industries more or less support this claim.6

5 With the exception of Chakrabarti (1977)
6 However, in two of six industries activity has been shown to be inverscly rcla-
ted with the inflation.
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Balakrishnan's (1991a and 1991b) analysis of industrial inflation
has been somewhat distinct in that it clearly indicates the role of demand
factors. In his formulation, the rate of industrial inflation has been shown
to be positively related with change in labour and raw material costs.
Activity has an inverse relation with industrial inflation, indicating the
presence of a counter-cyclical mark-up. Furthermore, the statistical signifi-
cance of the error-correction terms in his model indicates the existence
of an error-correcting response to any short-run dynamic inconsistency
between prices and costs. He interprets counter-cyclical mark-up in terms
of the cxistence of an indirect impact (via cost) of activity on prices.

The present paper in a sense is close to Balakrishnan’s (1991a ar;d
b) in its model formulation. But, it is also close to Pandit’s (1984)
in the sense that there is an explicit role for credit in our model.

Section 3 : Data Description and Analysis

In econometric analysis, exercising a choice of data series consistent
with theoretical rationale built up into analytical framework is always
beset with some problem or the other. What is normally attempted is
to use proxies or transformations ending in a marriage, often of convenien-
ce, between the data and analysis. Our analysis claims no exception
to this general practice.

Industrial Inflation

In modelling inflation, there is choice between using wholesale price
index or GDP deflator. Construction of a monthly series of GDP deflator
is not possible, more so for any. particular sector. Hence our inevitable
choice was the index number of wholesale prices (Base : 1981-82) in

“respect of manufactured products which has a weightage of 57 per cent
in the general index (Statement 1). :

Non-administered prices

Our choice of industrial inflation as the independent variable was
governed by an important consideration. We felt that the pricing process
in_industry should be ‘free’, since the influence of credit on prices can
then be more appropriately related. Industrial prices represent the non-
administered price behaviour in the economy.

. The one way of doing it is to construct a non-administered price
index. Attempts in this regard were carlier made by Rao (1984) and
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and Kamik (1991). While the former used the input-output coefficients
to identify and also capturc -the impact of administered prices. on the
rest of non-administered sectors, the latter simply excluded the non-
administered items from the series to derive the administered price index.

We attenipted to construct a non-administered price index (1981-
82 = 100) 'adopting essentially the methodology of Ramachandra Rao.
The methodology is given in Appendix 1 and the data are provided
in Statement 2.

Industrial Credit

There is no monthly series of industrial credit available for our
use. Data from Basic Statistical Returns (BSR) are available half-yearly
upto June 1989; but, it has been converted into an annual feature from

- March 1990. Data from Credit Authorisation Scheme / Credit Monitoring
Arrangement, relevant for bomowers cnjoying credit limits of more than
a threshold level though available, are not stricily comparable between
periods and their- coverage is limited. So, we.' rely upon the data series
generated out of returns relating to Section 42 of the Banking Regulation
Act, 1949, received from scheduled commercial banks. As it is difficult

“to get industrial credit as such, we used ‘non-food credit’ as a proxy
for industrial credit (Statement 3). Yet another limitation is that it covers
only scheduled commercial banks’ credit. Cooperative institutions and
term lending and investment institutions could not be covered in view

of inadequacy of data.

However, one may argue that non-food credit has a boarder coverage
which includes within its fold agriculture, trade and services besides
industry, and hence it truly cannot represent industrial credit. To over-
come this limitation, we have tried another measure of industrial credit
by generating an adjusted series making use of the half-yearly BSR data.
The scries takes the industrial credit measure as given by BSR (available
six monthly upto June 1989), and for those months for which BSR data
are not available, the serics is gencrated through the imputation of the
proprotion of industrial credit to total non-food credit. The mecthodology
{is given in Appendix 2 and the data are provided in Statement 4.

Mark-up Factors

In the mark-up analysis, the relationship between price and cost
emerges after identification of major cost components. The two major
cost components normally considercd arc raw material cost and wage
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cost. The methodology for costruction of a raw material index is adopted
from Balakrishnan (1991a). The dctails arc sct out in Appendix 3. Data
scrics are given in Staicment 5.

As rcgards labour, labour cost, which includes besides wage cost
labour productivity, should also have been taken. But, in the abscnce
of such data scrics on a monthly basis we had to find a limited surrogate
in the form of wage cost. Though, there is no wage-cost data available
on a monthly basis, it is gencrally obscrved that wage incrcascs in the
industrial scctor are closcly linked to Consumcr Pricc Index (CPI) for
industrial workers, as most wage sciticments, at lcast in the organised
scclor, contract for an indexed compensation ol wages on that basis.
Though there can be a time lag between vairation in index and wages
and also thc compensation may not be to the full cxient, the dircction
of movement in wages could be proxicd by the variations in CPI. Hence,

we usc CPI for industrial workers as a proxy for wage cost (Statement
6) '

There could be technically another important component, viz., inte-
rest cost. But, in the Indian situation, the contribution of intcrest to
total cost has been observed to be small.? Since, in our view, credit
in its volume and timclincss is more important in reflecling the demand
for credit than the interest rate/interest cost we usc credit itsclf as an
input in the otherwisc mark-up cquation structure. In otherwords, there
is an undcrlying assumption that interest-clasticity of credit is negligible.
This has indeed been bome out by the actual trends in credit flow vis-
a-vis changes - in lending rates.8

Index of Capacity Utilisation

Many of the studics on industrial inflation give a specific role to
demand factors, although cvidence on this count is rather uncertain about
the influcnce of activity on industrial pricing and whether the influcnce,
if any is procyclical or counter-cyclical. We have chosen o incorporalc
an index of capacity utilisation in thc industrial sccltor as a proxy for
activity. The mecthodology of construction of index is given in Appendix
4. Data scrics arc provided in Statement 7.

Stylized Facts

The data scrics in gencral show a problem of multicollincarity as
with the casc of many time scrics data in gencral. This is duly be-

7 Loper. (1992)

8 We replicated our econometric cxcise using inferest rate as a component of the unit
cost. Intcrest rates tumed out to be insignificant both in its level and first difference.
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ing taken carc of while modclling the relationships. For purposes of
studying the trends as revcaled by these scrics, we have worked out
ycarly changes based on average and the summary statistics are presented
in the following table.

Table 1 : Yearly percentage growth rates of different variables

WPI IIP Non- Induss CPI  Raw

(Manufa- food  trial Material
ctured Credit  Credit Index
products)
1983-84 6.1 6.7 16.7 144 . 126 9.9
1984-85 7 8.6 167 -89 . 64 6.1
.1985-86 6 8.7 15.2 134 64 2.1
1986-87 3.7 9.2 16.0 179 88 - 87
1987-88 7.3 7.3 17.5 112 91 - 9%
1988-89 9.4 8.7 202 276 9.1 53
1989-90 11.2 8.6 21.6 23.6 6.5 23
1990-91 84 8.5 13.6 i1.6 112 129
Compound growth ,
ratc p.a. between . ‘ '
1982-83 and 737 828 1718 159 8.76 7.07

1990-91

Note: All growth rates are based on corresponding yearly average values.

We can make some tcntative obscrvations on the basis of the above
data :

(1) Though the overall increase per annum in the WPI-manufacturing
~was 7.37 per cent, the variation in growth ratcs ranged betweem: 3.7
per cent in 1986-87 to 11.2 per cent in 1989-90.

(2) The increase in WPI was not matched well by cither the change
in raw matcrial cost index or in the CPI (wage cost) on a ycar-to-year
basis.

(3) As a mauer of fact, the ycar in which the WPI-manufacturing
showed the largest increase at 11.2 per cent, the CPI as also the raw
material cost index sbowcd lower grwoth raics. The raw materials cost
index actually rccorded the lowest growth rate in 1989-90.

(4) On the other hand, when there was a fall in industrial inflation
in 1990-91 to 8.4 per cent from 11.2 per cent in 1989-90, the raw
matcrial cost index showed a sharp increase of 12,9 per cent compared
to the previous year incrcase of only 2.3 per cent.
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(5) The variations in WPI arc gencrally in line with variations in non-
food credit and the largest increase in WPI in 1989-90 was cormrespon-
dingly in relation to the largest increase in credit at 21.6 per cent during
that year. A fall in the rate of inflation in 1990-91 is explained largcly
by a corrcsponding decrcase in the rate of credit expansion.

(6) The yeafly increasec in CPI (wage cost) during the sample period
(excluding 1983-84 and 1990-91) was more or less uniform as also that
of the increcase in industrial production indcx.

Section 4 : Industrial Price ‘and Non-Food Credit : A Model

We have alrcady noted that our model will largely be in ‘the
approach sct out by Balakrishnan (1991). However, it may be noted
that. once the industrial pricing dccisions arc only through a mark-up
over its cost (comprising wage and raw material cost), monctary policy
has litde role to play. Yet, the litcrature is replete with instances in
which monetary -policy has an important role to play. Often this is
brought about through an aggregative modcl of gencral price level (usual-
ly an inverted demand-for-money fiinction). Thus, a standard monctarist
explanation of Indian inflation would run in terms of the prevalence
of excess liquidity at the aggregative level, and scclor-specific determi-
nants of scctoral inflation. But, as Balakrishnan has shown, the role of
monetary variables even in such an aggregative framework can be questio-
ned and as revealed from the result of his non-nested tests, a structuralist
model outperforms its monctarist counterpart as allemative explanation
of Indian inflation.? Therefore, in our explanation of industrial prices,
we choose credit as a policy variable.

However, to tcrm credit as a policy variable is to open a Pandora’s
box. After all, so long as crcdit is ‘inside moncy’, as argued by Gurley
and Shaw - (1960), it does not rcpresent. the net worth of the private
sector. However, in a devcloping country like India, in the absence of
a well-developed capital market, credit may paly an imporant role .in
the dectermination and formation of working capital. Given the spread
of banking nctwork in the economy in the post-nationalisation period,

the importance of institutional credit can hardly be ignored in the industri-
al scctor. ‘ '

Idcally, in a cost-plus framcwork, the cost of credit (i.e., rate of
intcrest) should be included as an argument in the industrial price equa-
tion. Instcad we chose to include the amount of non-food credit advanced

9 Sce Balakrishnan (1991a) p. 196,
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by scheduled commercial banks. The reason is two-fold. First, in the
Indian context until recently intcrest rates were largely administered, and
as noted carlicr, intcrest costs, per se, constituted a small proportion
of total cost. Sccondly, since bank-lending in India has been governed
by the inventory and rcccivables norms as advocated by Tandon and.
Chorc Commitlees, the inventory cost of the firm has largely become
‘an important policy-input. The imposition of a stipulated incremental
non-food credit-deposit ratio has added to this cffect.

‘Our study is concemed with the ‘cightics’ 1982-83 to 1990-91 (i.c.,
9 years), with data taken on a monthly basis. However, there is an
inhcrent problem of using monthly data. While it incrcases the number
of observations for conducting statistical analysis, it makes the data increa-
singly noisy, making the cxtraction of information on the behaviour and
“inter-linkage of the time scrics more difficult. In addition, duc to the
problem of scrial corrclation, the statistical tradc-offs looks less impres-
sive. To improve thc cxplanatory power of particular cquations somc .
scasonal -or monthly dummics have thercforc been tried.

In tcrms of specifics, we have chosen six variables, viz., (i) industrial
pricc (P), (ii) wage cost (W), (iii) index ol raw matcrial cost (R), (iv)-
non-food credit (C), (v) industrial credit (IC), and (vi) index of industrial
capacity utilisation (U)..

We starl our cxercisc with a coventional model of mark-up pricing,
with credit, where the pricing decision of a finn is postulaicd to depend
upon wage and malcrial cost, credit available and the degree of capacity
utilisation. Our cquations arc given in Table 2.

A look at Table 2 conlirms that credit plays a significant rolc in
the price formation of the industrial scctor.!® However, a gencral shorico-
ming of all the cquations is that they suffer from severe scrial corrclation.
Excepting cquations 1.5 and 1.10, all cquations cxhibit low DW (or
high h) valucs. Even 1.5 and 1.10 arc the outcome of Cochranc-Orcult
transformation. While it is a fact that dealing with monthly data naturally
may lcad to the problem of serial corrclation, we tricd all these specifica-
tions usig descasonalised data for all the relevant scrics (not reported
here); without obtaining any improvement in the results. However, as
Granger and Newbold (1974) have shown that low DW valucs may

10 We have in this context introduced maximum lending rate/floor rate ‘i’ as an explana-
tory variable; it not only gives a wrong sign but also twms out to be insignificant;
see equation 1.7, Furthermore, results are more or less invariant to the two definitions
of credit, viz, C and IC,
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~be indicative of rnisspeciﬁcations, we have proceeded to check the time-
serics properties of all the series to find out the existence of stationarity
in the data. '

Table 2 : Equations on Industrial Price (Dependent Variable, p)
(period : April 1982 to March 1991)

Equa- Cons- Coeffecients of Independent Variables Test of Statistics
tion tant Y
- - - DW F SER

Number r w c u (pr-1 (el i (ic) (ick-1 §2

M @ & ¢ O ®. M ® @ ) 1y 1@ @3 (14 (3)

11 03014 1059 - - - - S - 09573 01294 23994 00318
(2.84) (48.98)

12 07017 00620 09053 - - - - - - - 09725 04502 18927 00303
(7.03) (042 (1.12) . .

13 -00193 00525 01527 0335 - - - - - 09856 01870 22365.6 0.0223
0.18) (0.48) (1.30) (9.50) '

14 00032 - - 0.025 0000 05473 - - - - 0990 h=19% 35372.9 0.0057
0.17) (236) 2.249) (3199

L5 544 - - - 0144 - 00976 - - - 09991 1.95 28972.7 0.0054
(1.64) (2.26) (3.85)

1.6 0.003 - 0.000 0025 - 09473 - - - - 099 lh:l.%' 35372.9 0.0057
0.17) (224) (236) (31.99) :

1.7 519 00870 0044 - - - - 00044 - - 0999 157 231953 0.0061
(7.81) (1.74) (1.23) (0.87)

18 01092 0.1113 03002 - - - - - 03321 - 090898 0.3640 3371.5 00187
(1.25) (1.23) (3.50) (13.10)

1.9 00259 - - - 00002 09349 - - 00312 - 09%0 h=198 336322 00057
(1.18) (232) (B.H) 253)

1.10 60248 - - - 00002 - - - - 006009591 1% 26167.7 0.0056
(1.87) 224) .. (2.30)

1.1l 00076 - 00062 - - - 09474 - - 00226 - 0990 h=205 33902.5 00059
(0.28) 035 . (31.13) (L.77)

Note : (i) Figures under brackets arc respective tstatistic values, (ii) Equations 1.5 and 1.7 have been derived through
a Second-order Cochrane-Orcunt wransformation, (iii) All lower-case variables are log values of the comesponding
upper-case varisbles, excepting rale of interest (i),
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Table 3 presents the results of unit root test as given by both Dickey-
Fuller and Augmented Dickey-Fuller statistic to discern whether the series
are integrated of order zero-or unity.

Table 3 : Unit Root Test-Data for April 1982 to March 1991

. Dickey-Fuller Augmented
Test* - Dickey-Fuller Test**
Variables Level Difference Level Difference

P 1.84 - -823 211 335
w -0.71 -14.58 -0.03 -5.53
r -0.10 -8.37 0.26 -4.04
c 0.10 -14.08 0.80 -5.63
ic 0.94 -12.64 2.69 -3.15
u -7.00 - -15.31 -6.32 -1.27

Notes : (iii) All the variables are in natural logarithm.

(ii) * The Dickey-Fuller‘ (DF) Test is based on the fbllowing regressions,
viz., (a) AX() = a+bX(t_ - 1) o
(in case of levels), (b) Az X (t) = a'+b’AX (t-1) (in case of differ_ence).

** The Augmented Dickey-Fuller (ADF) test is based on the following
regressions viz., 8 ‘

(@AX(t) = a+bX(t-1) + £ c.AX(t-i)
(in case of levels), andi=1 '
. 8 2
(b) a2 x(t) = a'+b’ X(t-1) + _ElciA x(t-1)
1=
(in case of difference)

(iii) The table gives t-statistic values of b or b (as the case may be); the
tabulated values are obtained from Fuller (1976).

The results in Table 3 cannot reject the null hypothesis of a unit
root in levels excepting for capacity utilisation index, implying -non-
stationarity of all other series. However, both DF and ADF tests indicate
that all other series are clearly integrated of order unity.

Once we have cstablished time serics propertics of the variables,
we tried to fit an error correction model (ECM). Strictly speaking we
have not followed a two-step procedure on the basis of Granger Represen-
tation Theorem (1987). Rather, our procedure is more closc to Hendry
and Richard (1983). However, under certain conditions the two
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approaches will produce near-identical results (see Granger - 1981). The
best fit in terms of first differences with proper restrictions!! imposed
on the EC terms is given in Table 4.

Though the equations have a low RZ value, yet considering the fact
that data have bcen made stationary (and hence time trend has been
removed), it should not give a cause for concern. However, most of
the other statistical criteria are satisfactory. Credit clearly emerges as
. a major determinant of price formation in the industrial sector. In fact
_dcleting the tem (c¢)-1 from equation (2 1) and (2.2) ylelds the following
likelihood ratio statistics [following (1)] viz., 6.41 and 6.57 respective-
ly. Similarly deleting (ic)-1 from equations (2.3) and (2.4) yields LR
values of 8.35 and 3.19 respectively.

Thus, equations (2.1), (2.2) and (2.3) clearly establish credit as a
determinant of industrial inflation with the relationship being direct. We
have also reworked the exercise using the index of non-administered
prices as the dependent variable. The findings are more or less in tune
with the results- derived from taking inflation rate as the dependent varia-
ble in all our exercises.1? In other words, credit availability clearly gives
rise to inflationary pressure in the industrial sector. This finding is in
line with Pandit (1984). However, in most of our equations activity or
capacity utilisation index fails to emerge as a major significant determi-
nant of industrial inflation. This is further reinforced by equations 3.3

11 In fact if we write the industrial inflation equation in the following form viz.,
Ap(t) = ao + alAw(t) + a2Ar(t) + a3 p(1-1)] + a4 w(t-1) + aSi(t-1)

Now a restriction of the form, a3+ad4+a5 = 0 implics the following equation with
ermor correction terms.,

Ap(t) = ao + al A w(1) + a2 Ar(t) + a3 [(p-r)(t-l)] + a4 (w-n)(t-1), which is exactly
like our equation (2a) or (2b) wuhout additional credit (Ac) and capacity uuhzatxon
(u or A u) terms.

12 As for example, when we have redone equauon 2.2 in terms of index of non-
administered prices (Pn) we got the followmg equauon A]though the ECM terms
have tumed out to be insignificant, the equation in general is a better fit even without
monthly dummies. However, the apparent insignificnace of the credit term may be

due to the fact that credit is requxred even for those commodities whose prices are
administered.

= 0.0027+ 0.4179 (Ar)+0.0424 Ac(t-1)

(3.75) 9.36) - (1.36)
-0.0001 (Au) - 0.0001 (Au (t-1)
(1.48)
-0.0579 (aw)
(2.40)

RZ - 05958, DW = 2.12, SER = 0.0052, F(5,100) = 2948
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and 3.6. Furthcrmore, the statistical insignificance of the error correction
terms casts doubt on the equilibrating mcchanism of short-tcrm inconsisten-
cy between prices and costs.!3

Relationship between Credit and mark-up in industry

One issue is : how could thie volume of credit have any influence
on mark-up? This requircs rather a clear perception of the actual forces
at work. The endogencity view of credit postulates that credit has no
role in mark-up pricing, since credit plays simply an accommodating
role. If there arc incrcascs in input costs, they are reflected by way
of highcr demand for credit which gets accommodated through the ban-
king system. In an essentially cash-credit system of credit dispensation,
this argument no doubt has some validity. However, theré are other forces
in opcration which tend to support our result that credit nced not be
accommodating, but can causc augmentation of input prices and thercby
the mark up directly and not necessarily via output. The following conside-
rations may particularly be of interest in this regard.

1. Though under Credit Monitoring Arrangement, borrowing units are
not allowed to incorporate inflationary factor into their financial projec-
tions for purposcs of the fixation of cash credit limits, inflating credit
requircments through other mcans of window-dressing cannot be ruled
out.

2. Application of the ‘sccond mecthod’!4 of lending norms as also the
inventorics and receivables nomms, though attempting to prevent the -firms
from gelling accommodation of credit simply through their valuation of
stocks, has not been entirely successful, It is a well-established fact that-
the follow-up and quarterly information system on Credit Monitoring
Arrangement had not been very helpful. Many relaxations, in fact, were
allowed in respect of inventory norms. Many borrowers did not adhcre
to the sccond method of lending. The borrowers in fact could avail of
cxcessive credit. Such an excessive availability of credit provides the
firms with a higher purchasing power in the market and thereby to bid
for higher prices on their items of purchase. Such bidding can always
have the ifluence of pushing up prices. Onc of the objcctives of stipula-
ting inventorics and reccivables norms is to arrest such compelitive and

13 One of Balakrishnan’s industrial price equation oo shows an insignificant ECM term;
see equation (¢) in Table 2 of Balakrishnan (1991b), p. 319.

14 The sccond method of lending as prescribed by the Tandon Committee stipulates
that borrowers should meet at leat 25 per cent of total current asscts out of long-tenm
funds or a minimum curent ratio of 1.33:1.
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speculative bidding by firms in the market for sensitive items like raw
matcrails and intcrmediate products.

3. Yet another factor is that all firms may not have the same leverage.
Firms with higher bank borrowings and thereby higher leverage may
cnjoy a cost advantage in rclation to firms with lower Icvel of bank
borrowings. In such instances, the higher mark-up is a dircct result of

credit availment.

4. In practice, credit itsclf. is sometimes uscd as a means of pushing
up the demand for industrics suffering on account of recessionary trends. -
For example, when demand for tractors and other farm équipments were
low and their inventory was piling up, credit norms were eased t0 boost
the demand for such items. Similar parctices were in vogue cven in
respect of certain consumer durables like automobiles and clectrical and
clectronic goods. In such instances, credit provides the dircct opportunity
to firms to push their sales as also helping them to cnhance their mark

up.

5. Yet another factor is the extent of credit absorption and conversion:

of credit into actual salcable goods and scrvices. Credit many times initial-

ly results ‘in higher nominal incomes/liquidity, rcsulting in pressure on -
aggregate demand and there is always a lag belore the credit facilitates
supply. Hence there is a competitive bidding of prices from consumers..
It is a fact that in most of the consumer products, scliers market has

‘remained an overriding phenomenon and the position has not changed

much today. This is more so in cascs where credit is uscd for expansion

purposcs. Industrial licensing practices and oligopolistic market structures

have also strengthened this phenomenon. ‘Furthermore, higher the capital

output ratio, larger will be the lag between disbursement and enhancement

of supply in thc market. The experience in India in this regard is well -
known, with ICOR remaining very high over the period.

In view of these considerations, it may be argucd that during the
1980s the cost of credit did not play a significant role in explaining
industrial inflation. It is, therefore, possible to use quantitative or other
credit restrictions as an cffective means of containing industrial inflation.

Section 5 : Policy Implications
The main thrust of the present paper is that credit plays a significant

rolc in determining industrial inflation. In an otherwisc mark-up structure
ol industrial pricc determination, we have tricd to show that cxpansion



INDUSTRIAL INFLATION IN INDIA DURING THE EIGHTIES 17

of credit to the commercial scctor may be inflationary in nature. This
is not to deny that credit has no output cffcct and that unduly restrictive
credit expansion may be stagflationary in the short-run. If the story we
presented above has any validity, then one may infer that during the
‘cightics the price effect of credit outweighs the output cffcct of
credit. 19 '

A number of policy implications cmerge out of this study.

1. Quantitative credit restriction to the commercial scctor could remain
as onc of the major policy tools. This contcntion is likely to gain morc
weight in the years to come in view of the fact that in the recent past
therc has been an emphasis to reduce the budget deficit. Thus, if there
was any crowding out duc to cxcessive government budget deficit during
the past, it is likcly to reverse in the ncar future and to that extent
commercial sector credit may experience an upturn. Therefore, quantita-
tive credit restrictions may stind out to be an cffective tool for controlling -
-inflationary pressurcs. ’

2. With growing disintcrmediation, onc may also expect that dependen-
ce of the industrial scctor on the commercial banks may come down.
If the firms switch over to capital market substantially for their credit
necds, quantitative credit restrictions might become inclfective unless the
umbrclla of central bank credit policy cxlends beyond the commercial
banking system. In terms of specifics, this will call for sprcading of
the central bank rcgulation over the entire financial scctor. Furthcrmore,
credit as an aggregalive mcasure may also nced to be redefined.

3. In the wake of financial dercgulation and innovations, the monctary
targeting approach has been relegated to the background cven in the
western countrics. Credit as an aggregative measure is recmerging as
a policy tool. This only cmphasiscs that we should continuc. (o place
cmphasis upon credit as a target -of monclary.policy. '

4. Though during the 1980s, interest rate because of its administered
nature, did not show a statistically significant influence on credit demand,
it might gain morc policy credibility in an cmerging market-related financi-
al cnvironment. Even in that cnvironment, as long as crcdit remains
potent in causing inflation, quantitative credit restrictions would continue
to have a significant rolc. '

15 This result is for the industrial sector as a whole. In a disaggregated l'rambwork,
the cffect as between samll and large scale industrics could possibly be different.
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Appendix - 1 : Index of Non-Administered Prices

We classificd in the first stage the price index data into administered
and non-administered items. The twelve: administered items identified
for our purpose (as listed in GOI Economic Survey) were : (i) petrolcum,
crude and natural gas, (ii) petroleum products (mineral oils), (iii) clectri-
city, (iv) fertilizer, (v) iron and stcel, (vi) othcr monferrous metals (other
basic metal industry), (vii) coking coal. (viii) non-coking coal, (ix) lignite,
(x) iron orc and (xi) pesticidcs. For most of these items in the price
index, a similar/matching item was invariably found input-outlput matrix
lables. :

The non-administered price index was derived in the following steps: j

First, the wholesale price index serics was split into administered
and non-administered groups, the former accounting for a weightage of
19.989 and the latter 80.011.

Second, the administered price index was derived from the above
serics using the weightage in respect of wholesale price index.

* Third, the construction of non-adminisicred price index serics was
bascd on three of our important assumptions : (a) the intra-impact of
administered prices on rest of administered items. is zero; (b) the impact .
of administered prices on non-administered catcgories would be one-time
and only in the first stage; and (c) the extent of impact of administered
prices on non-administered categorics would be proportionate to the input
cocffccicnts of administered items in the non-adminisicred group.

Last, the incrcase in wholesale price index could be viewed as con-
sisting of two clements, viz.,, (i) due to the incrcase in administered
priccs and its impact on non-administered group and (ii) autonomous
incrcasc in non-administcred group. On this basis, the incrcase in non-
administcred prices duc to the impact of administered prices was elimina-.
ted and the residual variation in pricc of non-administered group was.
considered for the purposc of deriving the non -administered price index
serics. (Statcment 2).
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Appendix - 2 : Industrial Credit

Apart from non-food credit we have used an alterna3v& reaswe
of industrial credit by generating an adjusted series makihy d¢hOIRR
data on bank credit to the industrial sector. Prior to June T989 &SR
data are available on a six-monthly basis, whereas since then it is availa-
ble on a yearly basis (the latest being March 1990). For those months
for which BSR data are available we have taken industrial credit as
per the BSR. The scrics for the other months are generated through
the imputation of the proportion of industrial credit (as per the BSR)
to non-food credit for the respective months. The period-wise proportions
arrived at and used for gencrating the adjusted secries are given below:

Relevant Period Proportion of In-
dustrial Credit to
Non-food Credit
April, 1982 to November, 1982 - 0.51215
December, 1982 to May, 1983 0.51583
June, 1983 to November, 1983 051317
December, 1983 to May, 1984 0.48483
June, 1984 to November, 1984 047797
Dccember, 1984 to May, 1985 : 045137
June, 1985 to November, 1985 ' 046786
December, 1985 to May, 1986 045863
June, 1986 to November, 1986 047168
December, 1986 to May, 1987 047243
June, 1987 to November, 1987 _ 0.47881.
December, 1987 10 May, 1989 047479
Junc, 1989 to November, 1989 047242
December, 1989 1o May, 1990 046448
June, 1990 to Fcbruary, 1990 0.47649
March, 1990 to March, 1991 051129
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Appendix - 3 : Index of Raw Materials Cost

Our construction of index of raw materials cost follows Balakrishnan
(1991a).16First we . have identified three groups of commoditics as the
major constituents contributing to raw material cost, viz., (i) primary
agricultural products, (ii) minerals, and (iii) fuel, power, light and lubri-
cants; their weightage in the index number of wholesale prices (base:
1981-82 = 100) being 27.367, 4.830 and 10.666 respectively. However,
the ‘primary agricultural products’ itself is a composite commodity, the
two sub-components being food articles (with weight 17.386) and rnon-
food articles (with weight 10.081). Thus, based on-these WPI weights
we first computed the index number series of primary agricultural products.

But, for purposes of constructing index numbers of raw material
cost,- the weightages as applied in the construction of index number of
wholesale prices will not be relevant. We should have a proxy for respec-
tive commoditics’ contribution to the total manufacturing cost. Hence,
we instead used the cost/value coefficients of these commodity groups
as found in the 60-sector input-output matrix (1983-84) of the Indian
economy. From the input-output relationships the following percentage
weights were derived :

Primary agricultural products 67.15
Minerals 9.57
Fuel, power, light and lubricants (POL)  23.23

It may be added that due to the use of input-output tables pertaining
to diffemnt time periods, our weights differ considerably from that of
Balakrishnan’s.17 In particular, agricultural products show a considcrable
reduction in weightage, while the POL show a substantial incrcase in
its weightage. These changes are, no doubt, in consonance with the structu-
ral changes in the Indian cconomy between these two periods.!8

16 Sce Balakrishnan (1991a) p. 232.
17 Balakrishnan used 1973.74 input-outpul matrix.
18 Sce Divata (1991).
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Appendix 4 : Index of Capacity Utilisation!® of the Industrial
Sector

There are a number of mcthods available for measuring capacity
utilisation for the industrial sector. However, measuring capacity utilisa-
tion for the industrial sector in India on the basis of monthly data has
been a difficult task. This is due to the fact that in almost all the years
over the ‘cighties, March has been consistently a peak month (Graph
A). This phenomcnon reflected partly the impact of the energy factor
subjected to fluctuations on the rest of industrial scctor and parly a
data reporting problem. The March figure looks often too high. Non-
reporting of a number of activities in all the other months oficn makes
March data a kind of a rcsidual for the year. In other words, for the
sake of making yearly figure rcepresentative, March figure tends to get
inflatcd. This is borne out by the fact of very high scasonal factors
for March. Therefore, we had some difficulty in applying the standard
procedure like Wharton Index for measuring capacity utilisation. Instead
~we used a simple variant of the Wharton technique, viz., the ratio between
‘trend and actual. First, the trend index of industrial production has been
* estimated by the equation :

log (IIP) = 466 + 00068 T
(367.06)  (33.85)

(R% = 09153, DW = 1.35

Sample : April, 1982 to March 1991) ;

which yield the trend values of IIP, designated by IIP. The index for
capacity utilisation has been defined as : '

¢)
Ut = (IIPt)/(IIF't
because of the March-over reporting phenomgnon, this is not observed
in this case (Graph B). However, it may be obscrved that peaks of
capacity utilisation too correspond to the peaks of actual data, viz., March
(Graph C).

As an alternative, we have deseasonalized the IIP data, using the
X-11 method as developed by the U.S. Burcau of Census, Department
of Commerce, and a trend equation of the following form has been
fitted, viz.,

19 This scction heavily depends upon : Briscoe, O'Briecn P, and Smyth, (1970).
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log (IIP ) = 4.67 + 0.0067 T
$(1069.8)  (95.93)

®? = 09886, DW = 1.12 |
Sample : April, 1982 to March 1991, where IIPs is the deseasonalized
IIP).

~ One may note that the coefficients have largely been invariant to
the descasonalization, though explanatory power of the trend equation
has been improved. However, this alternative set of trend values of 1P
- yiclding a scparate series for deseasonalization, designated U have been
tricd, though no substantial change was effected. Though the derived
serics is termed for convenince as index of capacity utilisation, truly
it rcpresents the degree of cyclical activitv vis-g-vis the trend. '
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Modeling Nonstatlonary Macroeconomlc
Tlme Series |

By
Ghanshyam Upadhyay*

In this paper, presence of stochastic trend and deterministic trend in six macroecono-
mic time series has been tested by using Dickey-Fuller test for unit root. Models -
for forecasting for all the series have also been developed. These series are aggregate
deposit, money supply, non-food credit, index number of industrial production, index
nurber of wholesale prices and index number of consumer prices. It has been found
that the first four series are having deterministic trend while' the remaining two
are characterised by stochastic trend.

1. Introduction

In ‘the theory of time series analysis it is assumed that a sequence
of observations Y1, Y2,. ..., YT is a realization of random variables
following a stochastic process. The stochastic process generating the obser-
vations is generally assumed to be stationary. A time series is said to
be stationary in weak sense if mean and variance (finite) are constant
for each time point ‘t’ and the autocovariances depend only on the inter-
val between two occurences. It ensures that the structure of the process
remains fundamentally same over time which is a prerequisite condition
for building an ARMA model for the purpose of forecasting. But, in
reality almost all economic time series are non-stationary, i.e. they are
characterised by some type of trend or other making it difficult to build
an ARMA model in the presence of the levels of the series.

In such a situation, it is a common practice to transform a nonstationa-
ry time series into stationary one by taking simple differences so that
an appropriate model could be fitled on the transformed series. But,
this method to make the series stationary, should not be adopted without
studying the true nature of the series,‘ a_s'it.may not be proper to do

* Shri Ghanshyam Upadhyay is Research Officer in the Depanment of Stausueal Analysxs
and Computer Services. The author expresses his deep sense of gratiude to Dr. D.
Ray and Shri R.B. Barman for their valuable suggestions and also for providing conti-
nuous encouragement in completion of this paper. The author is also grateful to Shri
R. Nagaraja Rao for his suggestions which were useful in shaping of this paper in
its present form. Views expressed here are those of the author and not of the institution.
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so if the series is characterised by deterministic trend and not by sto-
chastic trend. A nonstationary series is said to have deterministic trend
if it is characterised by stationary flactuations around a deterministic
time trend. These type of series are called trend stationary (TS) scries.
A non-stationary series is said to have stochastic trend if the variation
in the mean level is completely stochastic and has no tendency to follow
any fixed path (random walk model is the simplest cast of this). These
serics are called dlfference stationary (DS). .

If a series belongs to TS class, the same can be detrended by ﬁmng
‘appropriate regression equation on time t and the residuals so obtained
will be stationary. For long term forecasting of this type of series, the
trend equation should be enough, while for short term forecast, informa-
tion contained in the residual series can also be exploited.

‘To ascertain whether a particular series belongs to TS class or DS
class, Dickey-Fuller test for unit root can be used.

In the present exercise, apart from testing whether a series belongs
to TS class or DS .class, models have been developed for forecastmg'
of six economic time series.

The six economic tlme series con51dered are (i) aggregate deposits.
of all scheduled commerc1a1 banks (AD) (ii) non-food credit of all schedu-
led commercml banks (NFC) (iii) money supply (M3) (iv) index number N
of industrial production (IIP) (v) index number of wholesale prices. (WPD) -
and (vi) index number of consumer prices (CPI). All series are monthly
and they cover the period April 1982 to March 1991 except for the
CPI where the coverage is from April 1983 to March 1991. The data
are collected from different issues of Reserve Bank of India Bulletin,

Organization of this paper is as follows : deteministic and stochastic
trend and their implications are briefly discussed in section 2 following
Nelson and Plosser (1982). Short description of Dickey-Fuller test with
results- is presented in section 3. Model building and forecasting has
been discussed in section 4 where identified models and their evaluations
arc presented with empirical results. The conclusions are given in section
5.

2. Deterministic and Stochastic Trend

There are two fundamentally different classes of non-stationary pro-
cesses. The first one consists of those which can be expressed -as a
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deterministic function of time plus a stationary stochastic process. We
also assume that the deviations from the trend line can be represented
as a stationary and invertible ARMA process. Since these are stationary
about the time trend line, the same are also called trend-stationary pro-
cess. A series of lincar TS class can be represented by

Xt=a+bt+ G - | 2.1)
and F1(B) Ct = G1 (B) up

where a and b are fixed parameters, Cy is a stationary process, B is
lag operator and F1(B) and G1(B) arc polynomials in B satisfying the
conditions of stationarity and invertibility. uis are independently and inden-
' ticzlly distributed (i.i.d.) normal variate with mean zero and variance
ou~ ~ v ' '

From (2.1) it follows that if the series is forecast only by the trend
component the forecast error would be equal to C; which is stationary
with finite variance. So, the uncertainty lies within bounds even in the
indefinitely distant future. Therefore, for long-term forecasts, trend compo-
" nent only can be projected while for the short-term forecasts, the autocorre-
~lation among C;s can also be gainfully exploited.

The second class of processes consists of those which become statio-
nary and invertible after differencing appropriate number of times. These

are called difference stationary (DS) processes. It can be represented
as : -

X[ =b + Xt-l + 8t : (22)
and Fp(B) & = Go(B) vy 3 '

Where b is constant, & is a stationary pfocess, F7(B) and Gp(B) are
polynomials in B satisfying the conditions of stationary and invertibility
and v;s are i.id. nommal variates with mean zero and vairance o .

From (2'.‘2),A one can easily get

t N .
Xt = Xo + bl + 2 8 - (23)
B 1-_:

If we compare (2.1) and (23), we find that -

(i) X, in (2.3) is a function of past and not a constant while ‘a’ in
(2.1) is a constant,
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(i) »Ct in (2.1) is stationary, but in-(2.3) .Z 81, being accumulation of

all stanonary dlsturbances, is nonstationary and its variance increases
as t increases. On the other hand, vanance of Cy is constant for every

t.

We also see that in TS class, an innovation at any time point has
no effect on future values of the variable while in DS class, it has
permanent effect on the variable. So it is felt that these two classes,

- while building suitable model for forecasting, need to be dealt wuh

,dlfferenply
3. Dickey-Fuller’s Test for Unit Root

Dickey and Fuller (1979) have suggested a procedure by which
_ one can test whether a series is having unit root or not. This test can
also be used for testing whether a series belongs to TS class or DS
class. Assuming the following model for any economic time series Y(1).

Y = o0 Y1) + g0, t = 1',2‘,3_,... B (3.1

Where Y(O) = O, o is a reil,l numbér and {e(t)} is a sequence of
11d N(O,62). o

If |a| <1, Y(t) becomes stationary at t =+ oo, If Ial = 1, variance
of Y(t) increases with t and is to2. If |a| > 1, variance of Y(t) increascs
exponentially.

: The hypothesis that Ial = 1 is of interest because it corresponds
to the hypothesis that it is appropriate to transform Y(t) by differencing
in order to make it stationary.

Two more models which are considered are given by

Y) = u + a Y(t-1) + s(t) t=123,.. 3.2)
Y(O) =

and

Y(t) = p + Bt + a Y@-1) + €t), t = 1,2,3,.. 3.3)
Y(O) =

To test the hypothesis Ial 1, Dickey and Fuller have suggested
the statistics which are calculated in the same manner as t-statistics but
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-since under the null hypothesis, the observations are not independent
the distribution of these statistics do not follow t-distribution. Dickey
and Fuller have derived the limiting distribution (JASA, p- 247, 1979)
and have calculated the lower percentage points at different levels of
significance for them using Monte-Carlo simulation technique.

For a given scrics of observations, we first find the appropriale
model from among the three modcls given above which can be done
by testing for the presence of drift (i) and time cocfficient (B). After
recognizing the true model, we test for the presence of unit root, ic.,

ol = 1. Acceptance of the null hypothesis, while the established model
is any onc of three mentioned above, mcans that the scrics is having
unit root and it bclongs to DS Class. Rejection of the null hypothesis
~ whilc established model is (3.1) or (3.2) implics that the scrics is stationa-
ry with drift (1) zero or non-zero respectively. And rejection of hypothe-
sis with model (3.3) mcans that the scrics belongs to TS class.

We have applicd this test on the six cconomic time scrics. Specific
modcls and calculated test statistics have been given in Table 3.1, We
have transformed four scrics, viz., moncy supply, aggregate dcposits,
non-food credit and index of industrial production logarithmically as we
obscrve that they follow some exponential paitemn.

Table 3.1

Seri;:s Name Model . Dickey- Tab. value at
Fuller Stat. 5% ls. 1% ls.

1. Money Supply  LnY() = p+Psae LnY(-1)+e(t) - -6.843* 3.45 -4.04

. 2. WPI Y = pra Y0-1) + Q) 3.154 289 351
3. CPI YO0 = p o+ o Y(-1) + g(v) 1.537 2.89 351
4. Aggregate Deposit  LnY (1) = p+Prroe LnYQ-1D+e(w) Y AN 345 -4.04
5. Non-food Credit  LnY() = u + B+ LaY (1)) -4.408* 345 -404
6. 1IP LaY() = p+Brra LaY(-1)e(n) -7.004* -3.45 -4.04

* Significant at both 5% and 1% ls. [Sce Dickey (1976) for Tabulaled values).

It can be observed from table 3.1, that the null hypothesis of unit
root is rcjected for four scrics, viz., moncy supply, aggregate deposit,
non-food credit and index of industrial production. At the same time
Cocffecient of time (B) is also significant which implics that these four
scrics belong to TS class. For two remaining serics the null hypothesis
of unit root is accepted with some non-zero drift which means that these
two scrics belong to DS class.
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This result’ implics that the four macroeconomic time scrics, viz.,
moncy supply, aggregate dcposit, non-food credit-and index of industrial
- production are mainly moving along a dcterministic path though there
may be some stationary fluctuations around it with mean zero. Thercfore,
even if one forecasts these series with the help of deterministic part
only, the crror committed will be equal to the fluctuation at that point
of time which 'has mean zero and variance independent of the time point
-thus making the uncertainty bounded cven for indefinitely distant future.
But, in the case of two remaining serics, the variation in the level of
_scrics is complctcly stochastic and the forecast error increases with
- incrcase in lcad period.

4. Model 'Buildihg and Forecasting

After classifying the six series into two classes, an attempt is made
“to cvaluate the forccast performance of the two methods as discussed
beclow :

Method A : First of all, an appropriatc trend equation with time t is
fitted to the scries using Ordinary Least Squares techniques and residuals
are cstimated. An appropriatc ARMA model is developed on the resi-
duals. Both the trend part and residuals are forecast scparately and supcnm-
posed on cach othcr 1o give the final forccast

Method B : Given a scrics, a model is developed by usmg Box and
Jenkins (1976) mcthod. :

It is cxpcctcd that the method A should give belter results for the
scrics belonging to TS class while for series belonging to DS class,
method B should outperform method A. For all the six scrics, models
under A and B arc obtained which arc given in table 4.1 and table
4.2 respectively. For the purposc of comparison, model building and
forccasting have been done twenty times and cvery time for Icad period
twclve following Ray (1988).
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Table 4.1

Series Name Models under Method A

1. M3 Ln Y1) = 11043 + 0.013 t + C(t)
(1 - 0.7202 B + 02386 BI2) [D12COI* = u@)

2.0P  Ln Y(U) = 4666 + 0007 t + C()
: (1 - 04491 B) [D12C@)1* = (1 - 0.8879 B!12) u@)

3.AGD Ln Y() = 10.694 + 0.014 t + C(t
(1 - 0.6821 B) [Dj2COHI* = u(t)

4.NFC  La Y() = 10.177 + 0.013 t + C(1)
(1 - 08553 B) [D12CW}* = (1 - 0.7883 Bl12) u(p)

5. WPL  Y@t) = 95995 + 0.771 t + C(t)
(1 - 02184 B + 0.4816 Bl2) (D12D CoI* = (1 - 08499 812) u(t)

6. CPI Ya) = 99335 + 0.966 t + C(r)
(1- 0.2084 B + 04951 B12) [DDy3 C(}* = (1 - 0.8982 B12) u(t)

D=(-B)ad Dy =( -B“)
* Dcvialion from mean has been taken.

Table 4.2

Series Name . . Models under Method B

1. M3 *1 + 0.2368 B12 [D Dqp log Y(V)* = v()
2. 1P (1 + 0.2293 B) [D D12 YOI* = (1 - 0.8826 B12) w()

3. AGD (1 + 0.2190 B) [D Dj2 log YOI* = v N

4 NFC (1 + 0.3278 B12) [D Dyy log YOI = (1 - 02717 B) v() |

5. WPL (1 - 02169 B + 04779 B12) [D Dj2 YOI* = (1 - 08491 B12) v(n)
6. CPL (1 - 0.2084 B + 04951 B12) [D Di2 Y®I* = (1 - 08982 B12) v()

D= ',B) and D, = (1 - BD)

* Deviation from. mcan has been taken.

The four serics, viz., money supply, aggregate deposit, index of
industrial production and non-food credit which belong to TS class beco-
me stationary after substracting the trend component. In these cases, it
is not required to take first difference on C(t) (Table 4.1) though twelfth
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differcnce (since data arc monthly) has been taken to capture the scasonal
patten. It is not possible to build ARMA model on the residuals of
WPI and CPI as thc residuals of trend cquations on these two scrics
do not become stationary. Thercfore differencing is indispensable for
building an ARMA modcl if a scrics belongs to DS class.

The resulis showing Mcdnquuarc Percentage Error (MSPE) under
mcthods A and B for all the six scrics are given in table 4.3

Tuble’ 4.3 : Mean Square percentage Errors Under the Two

Methods
Iead SERIES
 Period
AD M3 NFC np WPI CPI
A B A B A B A B A B A B
1 1.82 242 0.82 0.73 2.71 291 2.85 2.82 0.21 0.20 0.43 0.49
2 211 346 1.62 1.71 5.58 4.66 4.56 4.63 0.66 0.65 1.18 141
3 198 370.191 226 8.66 566 5.39 6.88 1.02 1.07 1.70 222
-4 151 251 197 1.98 10.56 5.59 6.03 8.68 128 1.41 . 212 282
5 125 147204 171 1205 590 6.54 10.04 151 1.66 2.62 348
6 142 167 2.15 159 13.86 826 674 1277 1.83 1.91 323 425
7 1.81 3.00 221 237 1596 11.92 6.49 14.35 233 2222 4.19 5.19
8 - 1.97 338 2.32 3.07 17.37 14.85 6.27 15.59 3.07 2.61 5.66 633
9 232319239 410 1906 1750 6.05 15.43 4.10 3.10 6.36 157

10 265 309 239 445 19.13 1844 524 13.49 551 - 3.66 9.78 892
11 291 330 233 440 19.07 2013 4.37 10.66 746 430 . 1269 1020
12 320 373 2.36 457 1872 2272 3.44 7.19 951 475 1554 1124

A: Mcthod A, B : Method B.

From the results shown in table 4.3, it is clear that all the scrics
belonging to TS class except onc have performed much betier with
mcthod A while mcthod B has given better forccasts than method A
for both the scrics belonging to DS class. The exceptional scrics is one
rclating to non-food credit. As remarked by Nelson and Plosser (1982),
onc possible explanation for this may be the high autocorrclation of
residuals. It can also be scen from table 3.1 that Dickey-Fuller statistic
under the hypothesis of unit root for non-food credit is marginally signifi-
cant. It may be said that the empirical results arc consistent with the
asscrtion that method A should be adopted for building modcls for scrics
belonging to TS class while method B is more appropriate for dealing
with scrics belonging to DS class.
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5. Conclusions

In our present study, we have applied Dickey-Fuller test for unit
root on six Indian macroeconomic time serics to ascertain whether the
serics belonged to TS class or DS class. Our analysis shows that out
of six scries, four, viz., aggregate deposit, money supply, non-food credit
and index number of industrial production belong to TS class. The implica-
tion of this is that these series will move on a deterministic path together
with stationary fluctuations so that the scries can be forecast even for
very long leads with bounded uncertainty. On. the other hand, the remai-
ning two serics, viz., index numer of wholesale prices and index number
of consumer prices belong to DS class. The implication is that these
two scrics will have a stochastic trend together with the cyclical compo-
nent and as such the uncertainty in the distant future is unbounded.
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BOOK REVIEWS

Latin American Adjustment - How Much Has Happe-

‘ned? Edited by John Willamson, (April 1990) - Institute For
International Economics, Washington DC, pp, xv + 445,
’ $ 37.96.

The Latin American adjustment experience during the eighties provi-
des many lessons for the countrics faced with major imbalances on the
intcmal and external fronts. Inicmal imbalances, it is well known, mani-
fest themsclves as high inflation, and external imbalances as unsustainable
current account deficits and balance of payments crisis. Ever since the
early eighties, and more particularly since 1982, Latin America, groaning
under the burden of a scvere extcrnal debt, grouped with problems of
extermal and, in many cases, structural ‘adjustment and, in the process,
exposed itsclf a number of times to crrors of judgement and false under-
standing of the internal economic management. The adjustment expericn-
cc has also often been subjected to cxtemal shocks. To facilitate adjust-
ment, most Latin American countrics have sought external financial assistan-
ce, in particular from the IMF. In the process, they have had to follow
stabilization policics that often arc characteristic features of Fund- .
supportcd programmcs. .

The book under revicw, cdited by John Williamson, presents the
papers and proccedings of a Conference held by the Institute for Intematio-
nal Finance o asscss the course of Lalin American adjustment in the
wake of profound political and cconomic changes in a number of Latin
Amecrican countrics after mid-1985. The book contains nin¢ chapters inclu-
ding four devoted to country studics. Williamson’s background paper
(Chapter 2) presents a stylized description of the approach to a desirable
sct of cconomic policy rcforms normally prescribed by what he termed
as "Washington" to mcan primarily the IMF, World Bank, the US Govern-
ment, the Federal Reserve Board and the think tanks. While this implics
an aggregation of vicws across a wide spectrum of institutions and perso-
nalitics, it lays barc tcn policy instruments as playing a critical part
in adjustment programmes in Latin America. These arc : fiscal policy,
public expenditure prioritics, tax reforms, interest ratcs, the exchange
rate, trade policy, forcign dircct investment, privatization, dercgulation
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and property rights. Williamson himsclf docs not secem.to be always
in "conscnsus" with "Washington" and has, as Fischer termed it, taken
a new ‘potshots’ at the US fiscal and exchange rate policy in the process.
Although Williamson himself has listed precisely the same reforms that
are suggested by Washington, hc distances himself from the ideas of
the latter, and has articulated sharply distinct views of his own. For
example, according to him, sustained and large fiscal dificits result not
from any rational calculation of expected economic benefits, but from
lack of political courage or honesty to match public expenditures and
the resources available to finance them (p.10). He is very critical of
the supply-side politics of the Reagan administration which preferred
to cut public expenditurcs rather than to increase taxes.

The U.S. model may not work in Latin America where the level
of taxation is already rclatively low (Mecller). Although "indiscriminate
subsidies" should be eschewed, carefully targetied subsidics can be usclul
from the point of view of cutling expenditurces, as pointed out by William-
son. Williamson favours rcal domestic interest rates to be moderately
positive, so as to promote investment, and more importantly, to avoid
an explosion in govemment debt. Exchange rates too, in Williamson’s
view, should not be competitive in the conventional sense so that unneces-
sary inflationary pressures could be avoided. The author firmly believes
- that public ownership is preferable to private enterprise contrary to Washing--
ton’s views but admits that privatisation can be very constructive where
it results in increased competition. Williamson’s views on Latin America
bear the stamp of his familiarity with the Latin American economic situation.

Now regarding country studies. The first set of countries discussed
(Chapter 3) - Bolivia, Peru and Chile- portray different adjustment styles
and different levels of success. The Bolivian expericnce demonstrates
that with the consensus of the people, stabilization measures can succeed.
The paper on Bolivia by Juan L. Cariaga summarizes the actions taken
by. the Bolivian government along the lines of the Washington consensus
and assesses the results of these actions. Bolivia embarked on an adjust-
ment programme in 1985. Bolivia’s problem was one of tackling hyperin-
flation which had spiralled to an annualized rate of 24,000 percent by
September 1985, The government pursued a policy of tight fiscal discipli-
ne by imposing spending cuts, by eliminating subsidics, and imposing
taxes. The government also sct a realistic exchange rate. The Bolivian
programme established a single uniform tariff for all imports, freed inte-
rest rates, removed price controls and price regulations. These adjustment
measurcs not only broke the phenomenon of hyperinflation but also
achicved a positive net flow of resources from multilateral institutions.
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Writing on Chile, Patrico Meller distinguishes the period 1982-83
as one of "recessionary adjustment” (p 57), Chile subscribed to the IMF
standby programmes during 1983 and 1984 where priority was according
to ensuring full debt-service payments. External adjustment required gene-
ration of surpluses in the trade account in order to meet external debt-
service obligations. The most positive outcome .of such a programme
was an expansion in exports. The author points out, interestingly, that
unlike other countires, Chile’s large and unsustainable current account

deficit was associated with the private sector income-expenditure imbalan-
~ ce rather than with public ‘secotr deficits. The author, measuring the
primary (reduction in real absorption) and sccondary costs (generated
by existing structural rigidities and by policies "overkill") concludes that
the Chilcan adjustment process has been "excessively costly and pro-
longed” (p 67).

Peru is an example of disaster as the domestic policies followed
by the Garcia government, though populist, proved to be confrontational
and thus damaging from the point of view of intemational approach
to the debt problem. Pedro-Pablo Kuczynski crisply assesses that "not
much”" of structural adjustment was possible in Peru. the author recom-
- mends that the first stcp towards meaningful reform in Peru must be
to curb inflation. Decontrolling all prices and substantial devaluation were
recommended for the purpose. A major tax simplification will have to
be put into effect. Priority should be given to revive investment and
eventually growth. The author also feels that privatization is essential
. 10 mop up cxcess liquidity. :

The problem of three major debtors - Argentina, Brazil and Mexico
are discussed in Chapter 4. Argentina’s rcforms were staried years ago
in the area of interest and exchange rates, and proceeded only more
recently to address fiscal fundamentals. Argentina’s successive stabiliza-
tion plans failed mainly because they were unable to close the fiscal
gap. Juan Carlos de Pablo adds the issue of govemmental credibility
and reputation to the list of Washington’s reforms.

Eliana A. Cardosa and Daniel Dantas state that although Brazil had
a positive average per capita growth rate among Latin American countrics
between 1982-88, and also posted large trage surplus, it had not
"adjusted" to the debt crisis as the govemment had "accommodated”
the disappearance of external sources of finance by printing money and
by crealing domestic debt (p 129).
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Domestic debt has’ grown to finance the budget deficit as well as
to pay for large subsidics granted to public enterprises and the private

seclor. . '

¥

Javicr Beristain and Ignacio Trigueros show that since 1983 there
has been a dramatic turnaround in economic policy in Mexico with each
of the ten policy instruments being applied in some way or the other.
The policies pursucd by the Miguel de la Madrid administration during
1983-88 was very volatile, predominantly stemming from adverse exoge-
- nous factors such as the earthquakes of 1985, the crash of oil prices
in 1986, and the October stock market crash, which downgraded the
quality of perso denominated assets. However, the most important achieve-
ment during this period was that it prepared the economic foundations
for growth (p 159). As the authors show, the Mexican liberalization
reform measures were dramatic. Imports were subject to prior licences,
the liberalization process was accompanicd by large devaluation and most
important, fiscal adjustment measures were undertaken in 1987.

The, record of these three countrics highlights the primacy of fiscal
adjustment. While strong fiscal adjustment paved the way to Mexico’s
rccovery, the lack of fiscal adjustment in Brazil and Argentina was the
salient fcature of their stabilization failurcs.

Rudolf Hommes and Ricardo Hausmann have written two informa-
tive and intcresting papers on the adjustment cases of Colombia and
Venezucla. De Lislie Worrel and Sylvia Saboria asses the extent of econo-
mic adjustment in the Caribbcan and Central America in the 1980s. Both
the areas, according to the authors, have a long way to go in terms
of reviving growth.

The central question arising out of the book is whether Latin Ameri-
can adjustment has succeeded or not. Dombusch (Chapter 7) sces the
1980s as a lost decade for Latin America and fears that the 1990s may
go the same way (though Williamson docs not agree with the latier
view). Fischer has several misgivings against the "Washington" agenda,
onc of them being their "desparately slow" recognition of the need for
fiscal rcform. Hc also blames the IMF for taking almost a decade for
coming into grips with the need for incomes policy. Washington relied
too much on demand’management policics for far too long a period.

~ Howcver, without the intemnational supportive approaches, it is doubt-
ful .vu‘/hcthcr Latin American adjustment could have been possible at all.
Policics have been successful in avoiding not only a systemic threat
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to the financial system but also any major repudiation of debt. There
have been repeated reschedulings, extension of credit through Fund pro-
grammes and introduction of innovative debt reduction instruments -inclu-
ding debt equity swaps, buybacks and exit bonds.

A big question that arises from .the book is the implict dismissal
of devclopment literature. There is growing acceptance rcagarding the
inclusion of wage and price guidelines in recent adjustment packages.
~ The book also does not tackle the question of sequencing of reforms.
But, as Williamsons defends (Chapter 9), although there is significant
literature on the subject of sequencing, much of it is still highly inconclu-
sive. The book also makcs no mention of the reversal of ncgative nct
transfers. As Enrigue Iglerias (Chapter 8) points out, policy reform and -
debt relicf have to act in a complementary way to the success of rcforms
in Latin Amecrica in the 1990s. The Brady Plan therefore, would nced
to be strengthened in terms of financial availability.

The book is highly rcadable, and for this credit should go to William-
son and the authors of the papers. Readers would get an overview of
the diffcrent perspectives on stabilization programmes at one place. the
country studics by Latin American authors provide a comprchensive
analysis of the progress in rcforms and the expert comments by emincnt
economists give readers sharp insight into the problem. Ultimately, when
the question is asked as to how much has happencd in Latin America,
the answer is positive and full of hope, as developments in the last
two-three years of the ‘eightics have shown.

A. Prasad*

* Shri A. Prasad is Research Officer in the Department of Lconomic Analysis and Policy.
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In order to support centrahsed planmng, block level planning was
attempted with a pointed focus on generation of employment opportuni-
ties and reduction in poverty in the late seventies in.a few selected
blocks of three states, viz., Gujarat, Kamataka and Uttar Pradesh. The
Government of Gujarat was among the first. three State Govemments
to start block level plan on a massive scale. In the first phase, 20 back-
ward blocks selected in 1978-79 for the purpose. In the second . phase, -
20 more blocks were also added during 1979-80. A number of research
institutions, universities and professional bodies were entrusted with the
work of preparing full employment -plan for these blocks. The plans
were launched in 1979-80 for the first batch and in 1980-81 for -the
second batch of blocks. Block plans were prepared for a period of 5
years taking into consideration the special fund of Rs. 50 lakh (Rs. 10
lakh per year for 5 years). The study under review relates to Santalpur
block plan which is one of the best block level plans. The book attempts
to find out the level of implementation of block plan with particular
reference to its impact on reduction in the incidence of poverty and
generatlon of employment opportunities in the block. '

' The study is divided into six chapters. Chapter 1 gives the brief
history and rationale of block level plan. Chapter 2 presents a profile
of the block which includes physical and human resources, industries
- and banks as well as a comparative picture of infrastructure and service
‘available in pre and post-era of planning. The details of the scheme/activi-
ties suggested in the block level plan and their implementation have
been covered in Chapter 3. Chapter 4 provides an awareness about the
plan and the role played by various agencies in the implementation pro-
cess.” chapter 5 deals with the impact on unemployment and poverty.
The main findings of the study and suggestions have been presented
in Chapter 6.

There was significant improvement in some of the basic facilities
available in the block, viz, electricity, pucca roads and bus services.
During the period under review, interestingly, a scheme of supply of
drinking water to 54 villages in Santalpur block (under financial support
of Dutch—Nctherlands Government) could not serve the purpose mainly
due to Icakage in broken pipelines at several places. The main focus
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of the Santalpur block action plan was on the development of off-farm
activities to reduce the dependence on agriculture mainly through salt-
based industries and tapping of mineral resources available in the block.
The study reveals that the scientific and geographical investigation sug-
gested for these activities in action plans were not undertaken. There
was no improvement in the facilities provided like, supply of drinking
water, building pucca approach road and supply of eclectricity to salt
producing arcas. Lack of coordination between the implementing agencics
was onc of the most important rcasons for the poor implementation of
the block level plan. Awareness about the block plan was also poor, -
because copies of the plan in Gujarati language were not sent to the
block level officials. Multiplicity of programmes implemented through
government departments has added confusion among government officials
at district and block levels. Frequent transfers of officers has further
aggravated the problem. The Regional Managers and other officers of
the Lead Bank involved in the preparation of the district credit plan
and annual action plan did not have any information about the block

level plan documents.

The study reveals that credit allocation to Santalpur block was less
than its due share in the district credit plan. The study further reveals
that Santalpur has not only got a step-motherly treatment at the credit
planning stage but also at the implementation process. The study noted
that many posts in the government departments especially of the block
development officers and health officers of Santalpur Taluka remaincd
frequently vacant. Santalpur block is considered as a punishment posting
among both government and bank officers. One of the most unsavoury
findings of the study relates to the result of houschold survey in the
sclected villages of Santalpur Block. The percentage of uncmployed and
underemployed together was about 71 per cent in 1987 as compared
to 50 per cent in 1980 in the Santalpur block. The study reveals that
under-employment percentage was the highest among agricultural labou-
rers and the lowest among the artisans, This suggests that as a result
of drought conditions during much of the period under review, agricultu-
ral labourcrs were the first victims while the artisans managed to cope
up with the severity of drought. Moreover, during a drought year, the
fall in real wage rate of agricultural labourer is high. Agriculture, there-
fore, does not hold much promise in drought-prone arcas for the existing
population, let alone for generation of employment opportunitics.

Regarding incidence of poverty, the study reveals that the proportion
of the houscho.ld living below the poverty line, as per monthly per capita
expenditure criterion, has slightly dcclined. However, on monthly per
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capita income basis, it was observed that the propomon of the famnly
below the poverty line was as high as 77 per cent in both 1980 and
1987. The lower incidence of poverty under monthly per capita expendi-
ture method suggests that some of them could keep their head above
water by borrowing or disposing off asscts. However, as the study has
focussed only on the extent of poverty, the level of poverty may perhaps
be more severe.

The book under review has reviewed the position and progress of
1mp1ementatlon of block level plan but it is more important to analyse
the reasons for poor implementation. Here, one cannot and should not
blame the implementation authoritics alone when - the very design of
action plan is perhaps not appropriate. It appears that credit component.
of plan was taken for granted, without looking into the banking infrastruc-
ture and credit absorption capacity in the block. This suggests that profes-
sional planning agencies should not only improve their methodology and
sharpen their tools but also spend sufficient time in thc block to acquire
the first-hand knowledge of the area.

The study confirms the suitability of block as a unit for micro plan-
nig; while this is welcome, there is also a need to closely examine the
fast-changing developments in the sphere of rural credit planning such
as Potential Linked Credit Plans, Service Area Plans and Village Credit
Plans, etc.

The study has made some suggestions for better plan implementa-
. tion. These include: (i) involvement of poor in the implementation of
plan; (ii) improving efficiency of development staff by proper training;
(iii) appreciation of block lcvel planning by higher officials at State and
district levels; and (iv) transfer of knowledge about arcas to new incum-
bents in the implementation team. These are somewhat familiar. A num-
ber of issues have been lcft unaddressed. For instance, how does one
rctain implementing staff in positions without providing basic amenities
of life like potable drinking water? How effectively can one canvass
the projects whose takers are semi-starved people? How do we simplify
rigid formalitics and rcmove procedural botilenecks in the process of
implementation? How are we to ensure and enlist co-ordination and co-
opcration from staff of other agencies?

These limitations apart, the usefulness of the study for policy plan-
ners and rural development planners cannot be gainsaid. Those who sce
the socio-cconomic dimensions at the grassroot level as they in future
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wouid know that micro-level plamiing is vmurlti-dimensional. and has to
" be addressed by an approach that should be informed of co-ordination
of efforts at both the stages of designing and implementation of develop-

ment programmes.

C.Lf Dadhich¥*

* Dr. CL. Dadhich i . .,
Poticy adhich is Assistant Adviser in the Department of Economic Analysis and



