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Reserve Bank of India Occasional Papers
Vol. 14 No. I, March 1993

Random Coefficient Autoregressive Model:
A Performance Appraisal with Indian
Economic Time Series

T.P. Madhusoodanan*

In this article, we have developed Random Coefficient Autoregressive (RCA)
models for thiricen Indian cconomic time series. The forecast performance of these
models are compared with those of Box-Jenkins, Bilinear and Statc Dependent
models. Our analysis indicates that RCA models fares extremely well for short-term
forecasts, particularly upto lead period three, while the performance of Bilincar model
is the best for Tong-term forecasts.

1. Introduction

Generating reliable forccasts is onc of the most important objectives
of time scrics analysis. There arc a large number of tcchniques available:
in the time scries parlance for this purposc. It is well known that there
cxists no technique which is consistently suitable for all the scrics or
for all the time pcriods. So onc nceds to check the suitability of cach
of thc available tcchniques for a scrics and sclect the onc which by
and large performs best.

In this context, Ray (1988) analysed the forecast performance of
three modcls viz.,, Box-Jenkins, Bilincar and Threshold Autaregressive
modecls, using ten Indian ccéonomic time scrics. He-concluded that the
forccast performance of Bilincar model is the best followed by Box-
Jenkins model. Ray and Jadhav (1990) cvaluaied ttic performance of
Random Cocflicient Autorcgressive models using the same sct of scrics
with that of the above three modcls.

In the present excercise, we shall study onc non lincar model namcly
Random Cocfficicnt Autorcgressive (RCA) modcel which was cxtensively
studicd by Nicholls and Quinn (1982). Our aim is to asscss the suitability
of RCA model in predicting Indian cconomic time scrics and to compare
its performance vis-a-vis other three models, viz., (i) Box-Jenkins (Box
and Jenkins (1976)) (ii) Bilincar (Granger and Andcrsen (1978), Subba

* Dr. T.P. Madhusoodanan is Rescarch Officer in the Department of Statistical Analysis
and Computer Services. The author wishes o thank Dr. D. Ray for his encouragement
aned guidance during the preparation of this paper.
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Rao (1981)) and (iii) Staic Dependent Model (SDM) (Pricstley (198(0)).
For the present cxercise, we have used monthly data on thirtcen Indian
cconomic time scrics. regularly published in RBI Bulletin, The data covera-
gc of all the scries except Consumer Price Index for Industrial workers
(CPl) is from April 1982 to March” 1992 and for CPI, it is from April
1983 (0 March 1992, Following Nicholls and Quinn (1982), we have
developed RCA models for these cconomic time serics. Scction 2 gives
the details of the methodology for cstimation of parameters and  (est
of randomness. The forecast performance of these modcels vis-a-vis Box-
Jenkins, Bilincar and Statc Dependent Model are given in Scction 3.
Concluding remarks appcar in Scction 4. The translormations taken 10
make the scrics stationary arc given in the Anncxurc. The compuler
program devcloped using "GAUSS" package is available in Appendix.

2. Description of the Model

A stationary time scrics { X (1), =0, 1, 22, ... } is said to follow
a random cocfficicnt autorcgressive model of ordLr p if X (1) can be
mprcscnlcd as

=

XO=Z@B +b, ) X -0+ O : D)
i=1 ' ' :

where (B = ( By, P2, ... Bp)” is a px1 constant vector,

@) b® = by O, by ), ..., bp (1)) is a scquence of independent
and idcntically distributed (i.i.d) random variables with mcan zcro and
E (b (b ) =%,

@Gii) (c 1), =0, %1, #2, ..} is a scquence of iid random variables
with mean zcro and variance 62,

@iv) b (1) is indcpendent of c(t) for all t.

2.1 Estimation of Parameters

Given that a slationary time scrics {X (1)} satisfics equation (1),
we need to estimate the parameters B using (he past value of X(1). Since
the RCA modcls arc nonlincar in nature, any maximum likclihood estima-
tion proccdurc will be itcrative. Iteration will have 1o start from an initial
cstimatc and it may happen that the iteration will end up with a local
maximum of the likelihood function because of the nonlincarity. So it
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is very important to find out an initial cstimatc which is very closc
to the global maximum of the likelihood function. A Icast squarc cstima-
tion proccdure is used 10 get strongly consisient estimates, under certain
conditions, of the paramcters: .These lcast squarc cstimates will be usced
to commence the iterative procedure which optimizes the likelihood crite-
rion, 0 as to ensurc that the optimum rcached via the itcrative procedure
is global.

2.2 The least square estimation procedure

Given a sample {X (1), ...X(N)} from a time scrics {X (1)} which
is stationary and satisfics (1), we will ‘have to cstimatc the paramclcrs
B and Z. Sincc thc matrix ¥ is symmctric, we nced to estimate only
1 = vech (Z). The first step is to cstimate the paramcters B, i=1, ....p.

From (1),
p p
XO=2Z0 X i) +Zb; O X (i) + c®
i=1 i=1
or
X® =6 Y @1+ u © )

where 3 = B s Bp], u®=b@®Y 1) + c () and
Y (-1) = [X (t-p), ... X (t-1)]. Let Fy be the o-ficld gencraied by
{c t-1), b (t-1), (c (-2), b (1-2)) ..}, then we have,

EWF)=062+2 < | 3)
where T = vech (2) and 7z (1) = Kp {vccfh Y (t-1) Y (-1}

Kpisa {p (pt1) X p2} matrix such that

vee [Y (1-1) Y’ (1-1)] = Ky’ {vech {Y (1-1) Y’ (¢-1)}. Given the sample
{X (1), ..., X (N)}, we obtain thc lcast squarc cstimates f* of B from
(2) by minimizing

N .

T u2(t) with respect to B. The sccond step in the cstimation proce-
i=1

durc begins by using (2) 1o form the residuals

uf() = X (1) - B* Y (-D, t=1, .., N,
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Let n{t) = ul@) - o2 - / (1) 7, in view of (3), then the cstimation
of ©* and 02" respectively arc cstimaicd by minimising £ n? ) with
respect to T and 62, that is, by rcgressing u2* ® on 1 and z ().

2.3 The Maximum Liklihood Method

From the structure of (1), we have, E [X (/Y (-1)} = Be Y (1)

and
Var (X (/Y @D} = T z (1) + 62,

The likelihood function of the sample {X (1), ..., X (N)} conditional
on the values {X (0), ..., X (I-p)} is dcfined as

| N
Ly B, 1, 00 = @oN2 11 {(02 + T )2
t=1

1 X OB Y@e1)2
+ exp( - ' )}

2 062 + 1T zQ)

It is convenient to consider the minimization of the following function,
instcad of the maximization of Ly (B, T, 62).

N
INB T 62 =N!Sm@©+71 2@+
=1

N X - Y (1)
N1lg
=1 62 + 1 2z

This function is nonlincar in 62 and T, and there is no closed form
expression for the cstimates Bn*, TN* and 62n* of B, T and 62, which
minimize 1. By letting r = /62, we may cquivalently mimmmize a func-
tion' of r alonc, by concentrating out the paramcters B and 62,

Thus we have,
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N
IN B 1 02)=1n 62 + N1 £ 1n (1 +r1r z @)
t=1

CON (X OB Y -2
Lt N X OB Y e
' =1 1+ 10 z2(0)

From this we will get,

N @)Y 1)}

B=bBn®=|NTZ x
=1 1 +°Cz Q)
N-.X®Y 1)
N1z —
t=1 1 + r’ z (b
o N (X @O BN @Y 1)2
c=oN®=NI3Z
. =1 1 +r1r 2 (t)

Thus the maximum likclihood cstimation Bn*, TN* and o2N* may
be obtained by .calculating my*, where ry* minimizes the function

N
INO=In (o2 @)+ N1 Il +r0 2z
: t=1

24 Test of Randomness

Now we will discuss bricfly the test of randomness of the regression
coefficicnts as suggested by Nicholls and Quinn (1982). Once we obtain
the maximum likelihood cstimates of B, 62 and T, we nced to check
the randomness of the regression cocfficients. A score test is used to
test the null hypothesis of £ = o or altermatively T = o. For this purpose,
we define the following:

- 1 N
GZ=-XZO
N t=p+1

(i) e @®=X@n-f*Y 1
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N
X oc

t=p+1

2 vz - 6%

(i) G = ‘Il-\l

1 N -
WM W=g5Z @O -2 ¢0-2
1=p+1

1 N
V) V=- X [(cAed) -11?

N 1=p+1

Then the test statistic,
T=N( oyl G wlaG
is shown to follow a .2 distribution with p (p+1)/2 degrees of freedom.

The compleie procedurc of model identification, cstimation of para-
meters and testing of randomness ol regression coclficients is given by
Nicholls and Quinn (1982). Following them we have identificd and develo-
ped suitablc RCA modecls for thirtcen Indian cconomic times scries.
2.5 Fitted Models

The modcls fitted on different scrics arc given in Table 1 along
with the maximum likclihood estimates of the variance and vech (2).
In Table 2, we give the T - values for testing the randomness ol the

cocllicicnts.

Table 1: Random Coefficient Autoregressive Models Along with the
Maximum Likelihood Estimates of Parameters

Serics Model Description ol Veeh (T

1. Aggregate Deposits X (1) = 0.0488X ((-1) 000006430 0.0343  Q.IKTH
A0.8341X (1-12) 0.2982
+ ¢ (1)

2. Non-ood Credit X (1) = -0.3257X (t-1) 0.0000944 1 (.8488  (.5603
L 1943X (1-2) 0.1060
+¢ ()

3 Money Stock (M3) X = 010X - QLOOKIT6R 00756
+ ¢ (N

Contdd..
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Scries Model Description o2 _Vech (%)

4. Money Supply (Mp) X @) = -02450X (1)  0.00003468 0.1079

. +e @) : '

5. Cumency with the X 1) = -05116X (1-12)  0.00003453 0.0000°
Public +e ()

6. Demand Deposits X (0 = -03082X (-12) 0.00007978 0.5143
+e ()

7. Time Dcposits X () = -08737X (1)  0.00000703 0.0311
+e ()

8. Bank Credit to Commer- X (1) = -0.1794X (1-1) 0.00001649 0.0000

cial Sector +e (@)
9. Nct Bank Credit to X (1) = -04710X (+-12) 0.00015819 0.0000
Government +e (1)
10. Reserve Money XQ@ = -03527X (29} 0.00019240 0.1662 -0.0549
+0.3898X (1-12) 0.0000
+e () '

11. Wholesale Price Index X @ = -02312X -1 0.56679213 0.0128 -0.2357
(WPD) -0.6931X (1-12) 0.2628
: + e (1)

12. Consumer Price Index X (1) = 02269X (1) 1.04710267 0.0117 -0.0322

for Ind. Workers (CPI) -0.5963X (1-12) . 0.1296
. +e @
13. Index of Industrial X @ = -03273X (1-1) 0.00020423 0.0310
Produciion (IIP) ] +e
Concluded.

Table 2 : T - Values for Testing the Randomness of the Coefiicients

Seres T d.f. Series T df. Series T d.f.
1 2.6579 3 2 - 45.7393* 3 3 1.1802 1
4 29282 1 5 1.0484 1 6 45.7613* 1
i 1.4089 1 8 00169 1 9 0.4268 1
10 17.5266* 3 11 10.7924* 3 12 0.5523 3
13 ° 01855 1

* means significant at 5% level

The test for randomness indicates that only in four cascs, Non-food
Credit, Demand Dcposits, Reserve Money and Wholcsale Price Index,
the cocfficicnts show randomness.
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3. Forecast Performance

Since generating reliable forecasts is one of the most important objec-
tives of time scrics analysis, we would like to cxaminc how good arc
the forecasts generated by the RCA models vis-a-vis other three modcls
namely Box-Jenkins, Bilincar and State Dependenct models. For this pur-
pose, we have sclected a suitable criterion namely, mean squarc pereenta-
ge crror (MSPE) (o cvaluate the forccast performance of the modcls.
On the basis of MSPE’s of the four modcels, we shall try (o asscss
the forecast performance of RCA model vis-a-vis other threc modcels.
We compared 12 one step ahcad forecasts with the acutals for the ycar
1991-92. According to the MSPE, wc have ranked different models for
best fit. Obviously, this rank will indicalc the performance of a model
within a given scrics. We tabulate the MSPE’s of diflcrent modcls in
Table 3.

Table 3: Performance of Different Models
(Bascd on onc step ahcad forecast)

Mean Syquare Percentage Lirror

Sérics Box Bilincar  SDM RCA

1. Aggregate Deposits 0.7 0.70 0.53 0.43*

2. Non-food Credit 6.08 4.72 4.87 3.97*

3. Money Swock (M3} 0.42 0.58 0.44 0.46

4. Moncy Supply (My) 2.63 237 2.89 3.39

5. Currency with the I’ul)lbic 1.57 1.31 1.82 2.02

6. Demand Deposits 9.4 10.10 9.74 9.36

7. Time Deposits (126 0.38 0.28 .46

8 Bank Credit to Commercial Scegtor 0.74 0.72 0.76 0.75

9. Net Bank Credit to Government 1.76 1.39 1.93 2.0
1. Reserve Money 10.71 10.67 14.62 12.98%
11. Wholesale Pricc Index (WPH 0.65 .56 0.53 0.66
12. Consumer Price Index for Ind. Workers (CPl) 0.57 (.53 0.56 0).49*
13, Index of Industrial Production (1) 1679 5.42 16.05 11.13

* andicates that the perfommance of RCA is the best,

From Table 3, it can be scen that for three series, viz., Aggregale
Deposits, Non-food Credit and Consumer Price Index for Industrial Wor-
kers, RCA modcl gives better results than the other three models,
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We have also cvaluated the overall forecast performance of the four
modcls by combining the serics-wise results. Here we count the number
of times onc modcl outperforus the other three models for all lead period
and for all scrics. For this purposce, we have taken two scts of forccasts.
in addition 1o the onc-step ahecad forccasts, viz., three-step ahead and
12-stcp ahcad forccasts. The combined results of these arc shown in
Table 4 (@) 10 4 (¢).

Table 4: Number of Times One Model Outperforms the Other
’ Three Models

(a) Based on one-step ahead forecast errors

Modcl Number Rank
Box-Jenkins 36 3
2. Bilincar 36 3
3. Statc Dependent Model 40 2
4. Random Cocflicicnt Aulorcgressive 45 1
(b) Based on 3-step ahead forecast errors
Modecl Number Rank
1. Box-Jenkins : 106 3
2. Bilincar 119 2
3. Sute Dcpendent Model 100 4
4. Random CoclTicicnt Aulorcgressive 143 1
(¢) Based on 12-step ahead forecast errors
1. Box-Jenkins 502 2
2. Bilincar 732 I
3. Statc Dcpendent Model 323
4. Random Cocfficient Autorcgressive RER 4

Il we combine the results of all the scries as given in Tables ()
o 4(c), it is clear that RCA modcls are far superior for short-tem fore-
casts. Upto three-step ahead forecasts, RCA models fares extremely well
comparced 10 all other three models. But for long-term forecasts, the per-
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formance of RCA is the worst, while Bilinear tums out to be the best.
Bilincar fares only ncxt to RCA in case of forecasts upto threc-sicp

ahcad.
4. Conclusions

In this cxcrcisc, we have identified and developed RCA models
for thirtcen Indian cconomic time serics, [ollowing Nicholls and Quinn
(1982). The forecast performance of these modcls vis-a-vis Box-Jenkins,
Bilincar and Statc Dcpendent modcls are cvaluated using the criterion
of MSPE. RCA modcls are shown 1o farc cxtremely well in case of
only threc scrics namcly, ‘Aggregatc Dcposits’, Non-food Credit, and
‘Consumer Price Indices for Industrial Workers’. But, in five of the remai-
ning tcn scrics, the performance of RCA is thc worst. But when we
consider the results of all the scrics and count the number of times
onc modcl outperforms the other three models, it was found that in
general, the performance of RCA model was very good for short-term
forccasting upto thrce Icad period. For long-term forccasting, Bilincar
modcl outperforms all the other three models. Thus we may conclude
that in any scrious short-tcrm forccasting cxcrcisc Random Cocfficicnt
Autoregressive Modcel would be preferred as an altemative to the other
availablc time scrics techniques.
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Annexure

Series

Transformation

9.

10.

11.

13.

. Aggregale Dceposits of All Scheduled

Commercial Banks

. Non-food Credit of All Scheduled

Commercial Banks
Money Stock (M3)
Moncy Supply (M1)

Currency with the Public

. Demand Dcposils

Time Deposils

Bank Credit 1o Commercial Scctor
Net Bank Credit to Government
Reserve Money

Wholcsale Price Index (WPD)

Consumer Price Index for Industrial
Workers (CPI)

Index of Industrial Production (11P)

(1-L) log AD
(1-L) log NFC

(1-L) (1-L12) 1og M3
(1-L) (1-L12) log M1
(1-Ly (1-L12) log CP
(1-Ly (1-L12) log DD
(1-L12) Jog TD |
(1-L) (1-L12y log BCCS
(1-L) (1-L12) log NBCG
(1-L) log RM

(1-L) (1-L12) log WPI

(1-L) (1-L12) log CPI

(1-L) (1-L12) log 1P

L indicates the lag opcrator.
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APPENDIX - PROGRAM LISTING

/* THIS PROGRAM IS FOR FORECASTING TIME SERIES USING
RANDOM COEFFICIENT AUTOREGRESSIVE MODEL. */

/* THIS PROCEDURE GENERATES THE DIFFERENCED SERIES
*f ‘

PROC (1) = DIF (K, X);
LOCAL LM,Y1,Y2Z:
N=ROWS (X); M=COLS (X);
Yi=X [K+1:N,];

Y2=X [1:N-K.,.};

Z=Y1-Y2;

RETP (Z),
ENDP;

/* THIS PROCEDURE CALCULATES THE AUTOCORRELATION */

PROC (1) = CORR (M, X, Y)
LOCAL R, N, K, X1, X2, S3, S4, M1, M2, S12;
R=ZEROS (M, 1); '
N=ROWS (X);

K=1,
DO WHILE K LE M;
X1=X [L:N-K, 1};
X2=X [K+I:N, 1};
S3=STDC (X1);
S4=STDC (X1);
M1=MEANC (X1)
M2=MEANC (X2);
S12=SUMC (X1.* X2); .
R [K, 1] = (S12/ (N-K)-M1 *M2)/ (S3*S4);
ENDO;
RETP (R);
ENDP;

/* THIS PROCEDURE TRANSFORMS THE ORIGINAL SERIES */

PROC (2) = TRANS (LCD, 1D, IS, IDM, X);
LOCAL M; '
IF LCD NE 0;
X = LOG X); -
ENDIF;
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IF ID NE 0

X = DIF (D, XX

ENDIF:.

IF IS NE 0

X = DIF (S, X):

ENDIF;

IF IDM NE 0;

M = MEANC (X);

X=X-M

ELSE:

M =

ENDIF

RETP (M,X):
ENDP;

/* THIS PROCEDURE TRANSFORMS BACK THE FORECASTS */

PROC (1) = RETRANS (LG, ID, IS, IDM, M, X, F);
LOCAL N, Y, L, L N = ROWS (X);
F = F+M;
IF LG NE 0,
X = LOG (X);
ENDIF;
Y = X:F, = ROWS (Y);
IF (ID NE Q) AND (IS NE 0);
[ =1;
DO WHILE 1| LE ROWS (F);
Y [N+, 1] = Y [N+, 1] + Y [N+I-1, 1] + Y [N4I-IS, 1]
- Y [N+I-1S-1, 1};
I = I+1;
ENDO;
ELSEIF (ID NE 0) AND (IS EQ 0),
I = 1;
DO WHILE I LE ROWS (F);
Y [N+, 1] = Y [N+, 1] + Y [N+I-IS, 1};
I = I+1; . ‘
ENDO;
ELSEIF (ID EQ () AND (IS NE 0
[ = 1;
DO WHILE 1 LE ROWS (F),
Y [N+l 1] = Y [N+, 1] + Y [N+LIS, 1}
I = I+
ENDO;
ENDIF;
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F.= Y [N+L.L, 1};
IF LG NE (;
F = 10~ (F);
ENDIF;
RETP (F);
ENDP;

/* THIS PROCEDURE 1S USED TO FIND THE FORECAST OF TRAN-
SFORMED SERIES */

PROC (1) = FORECAST (X, BETA, NS, NAR, ARL)
LOCAL AR, CA, Z, I, N, K;
IF NAR NE 0;
AR = ARL [1:NAR,.];
CA = BETA [1:NAR,.];
ENDIF;
Z = ZEROS (NS, 1);
I =1
DO WHILE I LE NS;
N = ROWS (X);
K 1;
DO WHILE K LE NAR;
Z (I, 11 = Z [I, 1] + CA [K, I]* X[N-AR [K, 1] + 1, 1]

1

K = K+1;

ENDO;

X=X:Z1{l 1}

I = I+1;

ENDO;

RETP (2);
ENDP;

/¥ MAIN PROGRAM */

CLS;

LOCATE 9, 15; " INPUT FILE NAME : ";IFN = CONS; PRINT;
LOCATE 11, 15, "OUTPUT FILE NAME : ";; OFN = CONS: PRINT;
CLS;

LOAD DATA | | = MEFEN;

OUTPUT FILE = "OFN ON RESET;

[ = INDEXCAT (DATA, 999999);

SNAME = DATA [I+1]; I = I+1;

N = DATA [I+1]; | = [+1;

NAR = DATA [I+1]; T = [+1;
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ARL = DATA [I+1:I+NAR]; 1 = I+NAR;
ACC = DATA [I+1]; T = I+1;
NF = DATA [I41]; I=I+1;
NT = DATA [I+1]; I=1+1;
IT = DATA [I+1]; I=l+1;
ID = DATA [I+1]; I=I+1;
IS = DATA [I+1]; I=I+1;
IDM = DATA [I+1]; I=l+1;
ACT = DATA [I+1:ROWS (DATA)];
IF NT NE 0;
NU = N-(NF+NT-1);
FF = ZEROS (NT, NF),
EL.SE;
NU = N;
ENDIF;
Im=1;
IF (NT EQ 1) OR (NT EQ 0);
GOTO M];
ENDIF;
DO WHILE II LE NT;

MI1: Y = ACT [1:NUJ;

{M, X} = TRANS (IT, ID, IS, IDM, Y)

XT = X [MAXC (ARL) + 1:ROWS (X)];

"~ YT1 = ZEROS (ROWS (XT), NAR);

I=1;

DO WHILE I LE NAR;

YT! [,]] = X [MAXC (ARL)-ARL I]+1ROWS X)- ARL[I]]

ENDO;
Bl = XT/YTI;
LSBETA = BI;
ZT = ZEROS (ROWS (YT1), NAR¥* (NAR+1)/2)
I=1

J
HILE I LE NAR;

né'—.‘

DO !
K I
DO WHILE K LE NAR;
ZT [J1 = YT1 (,] * YT1 [ K];
K = K+1;
J = )+
ENDQ;
1= 141,
ENDO;
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= ONES (ROWS (ZT), 1) "ZT;
UT = XT - YTI * Bl
UT2 = UT A 2;
B2 = UT2/ZT1;
ITER = 0;
SIG2 = B2 [1..];
LSSIG = SIG2;
ROW = ROWS (B2);
GAMMAF = B2 [2:ROW..];
G = XPND (GAMMAF)
= G/2;
HH DIAG (G);
=1 _
DO WHILE JI LE ROWS (HH);
IF HH [JJ] LT 0;
HH [J]] =
ENDIF;
N=1u+1 .
ENDO; .
G = DIAGRV (G, HH*2);
GAMMAF = VECH (G);
LSQGAMMA = GAMMAF;
L1: UT = XT - YT1 *B};
UT2 = UT » 2;
B2 = UT2/ZT1;
ITER = ITER + I;
IF ITER GT 107
GOTO L2;
ENDIF;
SIG2 = B2 [1..;
ROW = ROWS (B2);
GAMMAF = B2 [2:ROW,.];
G = XPND (GAMMAF);
G = G2
HH = DIAG (G); JJ = 1;
DO WHILE 17 LE ROWS (HH);
IF HH [JJ] LT ©;
HH [J]] =
ENDIF;
=1 =
ENDO;
G = DIAGRV (G, HH*2);
GAMMAF = VECH (G);
= GAMMAF /SIG2;
I = I:
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ué—.'

J ;
D HILE I LE NAR;
I;
O WHILE K LE NAR;
ZT [J] = YT [} * YT1 [.K};
K = K+1;
J = J+1;
ENDO;
I = I+1;
ENDO;
ZT1 = ONES (ROWS (ZT), 1) ~ZT;
UT = XT - YT1 * B,
UT2 = UT » 2;
B2 = UT2/ZT1;
ITER = 0;
SIG2 = B2 [1,.];
LSSIG = SIG2;
ROW = ROWS (B2),
GAMMAR = B2 [2:ROW.,.];
G = XPND (GAMMAF);
= G/2
HH DIAG (G);
=1
DO WHILE JJ LE ROWS (HH)
IF HH [JH LT 0;
H ] =
ENDIF;
H=1+1
ENDO;
G = DIAGRV (G, HH*2);
GAMMAF = VECH (G);
LSQGAMMA = GAMMAF;
L1: UT = XT - YT1 *Bl;
UT2 = UT A 2;
B2 = UT2/ZTI;
ITER = ITER + 1;°
IF ITER GT 10;
GOTO L2;
ENDIF;
SIG2 = B2 [1..];
ROW=ROWS (B2),
GAMMAF = B2 [2:ROW.,.};
G XPND (GAMMAF);
G = GR,

0]
K
D
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HH = DIAG (G); JJ = I;
DO WHILE JJ LE ROWS (HH);

IF HH (JJ] LT 0;

HH [J]] =

ENDIF;

=4+
ENDO:
G = DIAGRV (G, HH*2);
GAMMAF = VECH (G;
R = GAMMAF /SIG2;
=1

BETANZ2 =t + ZT * R;

I =1

BETAN = ZEROS (1, NAR);

DO WHILE J LE ROWS (YTI);
BETAN = BETAN + (ZT |[T..] * YTIJ.. l)/BETAN7|J I;
I =1+ 1;

“ENDO;

I =1

BETAD = ZEROS (NAR, NAR);

DO WHILE 1 LE ROWS (YTI);
BETAD = BETAD + (YTI]|L,.]” *YTI{lL,.])y/BETAN2{1,.];
=1+ 1

ENDO;

BETA = INV (BETAD) * BETAN’;

SIGMAN = (XT - YTI! * BETA) ~ 2;

SIGMA2 = (SUMC (SIGMAN./BETAN2))/ROWS (XT);
IF ABSA (BETA - Bl) > ACC; -

Bl = BETA;

GOTO LI,
ENDIF;

L2: EROR = SQRT (SIGMAN). .
ECORR = CORR (25, EROR, EROR),
GAMMAFF = SIGMA2 * R;
AIC = ROWS (XT)*LOG (SIGMA2) + 2*NAR;
AD = ROWS (ZT)/ROWS (X);
IF NAR = 1;
WN = ZEROS (NAR* (NAR+1)/2,NAR*(NAR+1)/2);
= STDC (ZT)2 * AD;
ELSE
I = 1;
DO WHILE I LE ROWS (ZT);
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WN = WN + (ZT]1,.)-MEANC (ZTJl. ]))’* (ZT(1.,]
-MEANC (ZTIL,1));
I =14+ 1
ENDO:
WN = WN/ROWS (X);
ENDIF:
GN = MEANC (SIGMAN * ZT) *AD - SIGMA2*MEANC (ZT),
VN = MEANC ((SIGMAN/SIGMA2)-1) A~ 2) * AD;
TN = INV (VN*(SIGMA2) A2) * ROWS (ZT)*GN‘
*INVSWP (WN)*GN;

IF IT EQ 1;

' " RANDOM COEFFICIENT AUTOREGRESSIVE MODEL";
PRINT;PRINT;

FORMAT /RD 6, 0;

"SERIES NAME . ":$SNAME; -
"NO. OF OBSERVATIONS N

FORMAT /RD 8, 4;

"MEAN T Y
"LEAST SQUARE BETA . " LSBETA”;
"LEAST SQUARE SIGMASQ . "LSSIG;
"LEAST SQUARE GAMMA . s LSQGAMMA’;
"MAXIMUM LIKELIHOOD BETA  : ";;BETA
"MAXIMUM LIKELIHOOD GAMMA : ";;GAMMAFF’;

- "MAXIMUM LIKELIHOOD SIGMASQ : ";;SIGMA;
FORMAT /RD 3, 0;

"NO. OF AR TERMS ’ . ":NAR;
FORMAT /RD 7, 0;

‘LAGS OF AR TERMS : " ARL
FORMAT /RD 8§, 4;

"CORRESPONDING COEFFS. . :";BETA’; FORMAT/RD 3,0;
"IT, ID, ITS, IDM, : "»IT ID IS IDM;
"NS, NT, ACCUR o : "uNF NT;;
FORMAT /RD 8,6;,ACC;, PRINT;

ENDIF;

"AlIC : ' : "HAIC

"TEST FOR RANDOMNESS - T : "uTN;

! NO. OF OBS.:";FORMAT 3,0,ROWS (X); PRINT;
CF = FORECAST (X, BETA, NF, NAR, ARL);
F = RETRANS (IT, ID, IS, IDM, M, Y, CF);
OUTWIDTH 132; SPL COLL RBI

PRINT: VA R

59978
RBI LIBRARY




20 RESERVE BANK OF INDIA OCCASIONAL PAPERS

IF NT EQ 0;
" AUTOCORRELATIONS OF ERROR SERIES N
FORMAT /RD 35, 2,
ECORR’;
PRINT;
ENDIF,;
FORMAT /RD 9, 2;
FORECAST :';;F’;
IF NT NE 0;
ACT1 =ACT [NU+1 NU+NF, 1]
" ACTUALS :";;ACT1;
FF{IL.]=(((F’-ACT1")./JACT1°)*100) ~2;
" SQP.ER :";;FF[IL.];PRINT;
ENDIF;
NU = NU+I;
II = II+1;
ENDO;
IF NT NE 0; ]
MSPE = MEANC (FF);
"M.S.P.E. : ";;MSPE’;
ENDIF; '
‘END; '
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CAPACITY UTILISATION IN INDIAN
INDUSTRIES

D. Ajit*

The importance of capacity utilisation in the industrial sector in a capital-scarce
.economy like India lies in the fact that it reflects the use of scarce resources as
well as the state of demand. The analysis of capacity utilisation data for 20-year
period indicates a declining trend in capacity utilisation in industrial sector in India
during 1970 through 1990, although during the 1980s there has becn some albeit
modest improvement in the capacity utilisation.

Onc of the widcly used mcasures to judge the performance of industri- .
al scctor,both actual and potential, is capacily utilisation. It is also one
of thosc variablcs over which there is no agreement with regard 1o cither
the concept or its mcasurement.!

The importance of capacity utilisation in thc industrial sector in
a capital-scarcc cconomy like India lics in the fact that it reflects the
usc of scarce resources as well as the statc of demand. Persisient low
ratc of capacity utilisation would, for instance, reflect wastage of resour-
ces in that the potential has been created without considerations of the
Ievel of prevailing cffective demand and of the possibility of technology
becoming obsolete before realising the full utilisation. In order to under-
stand the dynamics of investment decisions that impinge on growth, it
is necessary 1o investigaic into the actual capacity utilisation and the
policy ramifications arising out of it. Such an approach has to be necessari-
ly empirical, but as no cmpirical inquiry can be meaningful without
a sound analytical framework, one needs to examine the conceptual issues
as wcll.

This paper attcmpts to study the trends in utilisation of industrial
capacity during the period 1970 to 1990, 86 industries accounting for
- a weight of about one-fourth of weight in the index number of industrial
production (Base 1980-81=100) have becn picked up for the purposc.

* Assistant Adviser, Department of Economic Analysis and Policy, Reserve Bank of
India, Bommbay, The author is indebted to Dr. A. Vasudevan for his encouragement
and helpful comments on an carlicr version of the paper. However, any errors that
remain are the responsibility of the author.



22 RESERVE BANK OF INDIA OCCASIONAL PAPERS

An attempt is also made at the outset to develop an analytical framework
for subscquent empirical 1nvcsugat10rr ;

Concepts and Indicators

In the theoretical literature one comes across various concepts of
capacity, viz., licensed capacity, installed capacity, productive capacity,
maximum or optimum capacity. At times , capacity utilisation is used
synonymously with capital utilisation, even though capital has.a distinct
connotation and is rarely regarded as equivalent to productive capacity.
Theoretically, capacity output could be defined as the minimum point
on the average cost curve of the unit in a compctitive market. But given
the fact that most of the firms produce multiple products and the problem
in locating a sharply defined minimum point in the average cost curve,
the empirical detcrmination of this version of capacity output becomes
a difficult proposition. Some of the ¢ ommonly used indicators of capacity -
utilisation are (i) Wharton Index of Capacity Utilisation (ii) RBI Indcx
‘of Potential Utilisation (iii) Minimum Capital-Output Ratio Mcasurc and
(iv) Consumption of Electricity. The use of any statistical mcasure,
however, depends upon the concept of capacity utilisation used.

{(a) Wharton Index e

Lawrence Kicin (1960, 1966,1967) developed a meaningful concept
of capacity based on "peak output”. This has since come to be known
as the Wharton Index of capacity utilisation. The "peak output" approach
to thc mcasurcment of capacity is based mainly on capacity output bet-
ween the peaks. Hence the approach is also called "Trend through pcaks
method”. The construction of Wharton Index involves marking off cycli-
cal pcaks of industrial output and fitting lincar scgments between succes-
sive peaks. In fact the ‘pcak-output approach’ has bcen used in India
by ICICI to estimate capacity utilisation rates for various industrics bascd
on data on financial pcrformance of companics. Ray and Kangasabapathy
(1992) have used a simple variant of Wharton technique - the ratio of
actual and trend values obtained by means of a lincar cquation - to
estimate capacity utilisation in their study of industrial inflation in India.

There are, however, a number of limitations and criticisms of the
Wharton index. First, it has been argued by Samucl Paul (1974) that
pcaks which arc identificd may not truly reflcet capacity output of the
industry. In cconomics like India which are characierised by supply con-
straints, cspecially energy factor and other rigiditics, the peaks which
are identificd may in fact be lower than the true peaks and consequently
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thc mcan capacity tends to get under-estimated and the utilisation over-
estimated. Thus, in the Indian context, industrial output for March is
always higher than other months. Somctimes duc to problems of lags
in reporting of data, the peak output transcends to succeeding months
also. Sccondly, the "pcaks approach” presupposcs that capacity cxpansion
takes place in a smooth and gradual manner which may not be truc
always. Thirdly, there is also a problem of aggregation when industries
are aggregaicd. Peaks of one industry may not coincide with the peaks
of other industry. Finally, the "peaks approach" presupposes a uniform
rate of nct invesitment between peaks for a given marginal capital-output
ratio thus going against the standard acceleration principle of investment.

(b) RBI Index

The RBI index? of potential utilisation is a modified version of
the Wharton Indcx. The main difference between the RBI Index and
Wharton Index of capacity utilisation is the period for allocating the
pcaks. The RBI Index utiliscs mainly monthly output data to allocalc
peaks while the Wharton Index uscs the quarterly series.

(¢) Minimum Capital-Output Ratio

The National Confcrence Board of the U.S. estimatecs capacity on
the basis of capital-output ratios. Under this mcthod, on the basis of
the lowest capital-output ratio, a bench mark year is sclecied and capital-
output ratio is considercd as capacity output. The capacity utilisation
rate is estimated as the ratio of actual output as a proportion of the
cstimate of capacity, i.c.,

U= A/e. x 100

~ Where

A = Real output

A
C = Estimatc of capacity
Where

C = CAC/A) Minimum
C = Rcal Fixed Capital
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Howecver, this concept is besct with the problem of mcasurement of
capital.3.

(d) Electricity Consumption

The clectricity consumption as an indicator of capital usage is bascd
on_the work ol Foss (1963) which was latcr developed by Jorgenson
and Grillichcs (1967).4 Elcctricity consumption, likc output and labour,
is rclaicd to the flow of capital scrvices. Electricity is a perfectly homoge-
ncous input and henee there are no problems with aggregation or measurc-
ment. Also, clectricity has no "hoarding” problem, i.c., clectricity could
not be stored and so the flow into a process corresponds cxactly with
what is currcntly uscd by the process. Although theoretically clecltricity
consumption is an idcal indicator, there arc a number of data problems,
cspecially in the Indian context. Although the Annual Survey of
Industrics (ASI) have started recently publishing the industry-wisc consum-
plion of clectricity, no time scrics data arc available for various industrics.
Morcover, the ASI relates only to the organised scclor in industry.

Review of Studies -in India

A few attempts have been made to study the trends in capacity
utilisation in India. Onc of the carlicst atiempts has been that of Morris
and Paul (1961) based on installed capacity and actual production data
published by CSO in Monthly Statistics of Production (MSP) for the
period 1951-59. Their study showed an increasing capacity utilisation
for the period 1951-59. Perhaps onc of thc most authorilative attempts
10 study undcrutilisation of capacitics was donc by Raghavachari (1969).
Bascd on the data on installed capacity and actual production published
by CSO for thc five ycar period 1963 to 1967, Raghavachari (1969)
found that undcrutilisation of capacity in industrics incrcased from 17.7
per cent in 1963 1o 21.4 per cent in 1965; the extent of underutilisation
was found to be higher in chemical industrics than in metal and cngince-
ring industrics. :

RBI’s study (1970) based on the concept of peak level output as
developed by Lawrence Klein (1960,1966,1967), and using the concept
of monthly peaks (as against quaricrly peaks used by Klcin) based on
the production data for the period 1960-73 showed a declining trend
in capacity utilisation. The RBI study uscd usc-based and input-bascd
classification of industrics. Samucl Paul (1974) studicd capacity utilisa-
tion in India based on CSO data for the period 1961 to 1971, and found
that capacity utilisation adjusted for shifts o be about 50 per cent as



CAPACITY UTILISATION IN INDIAN INDUSTRIES 25

against thc MSP dcfinition bascd figurc of 80 per cent. His cmpirical
investigation bascd on  cross-scction  regression  cxercise  found  that
capacity utilisation (for 39 industrics) for thc ycar 1965 was positivcly
rclated to demand pressure represented by rate of change in the peak
output in the industry and size of firms; large size firms or capital inten-
sive firms were found to have higher capital utilisation. A negative rela-
tionship was found between capacity utilisation and degree of monopoly
(i.c., number of firms in the industry) implying that monopoly/oligopoly
does not Icad to a lower utilisation of capacity. Both import penctration
and import content of production were found to have an adverse cffect
on capacily utilisation.

Sastry’s study (1980) of capacity utilisation in the Couwton Mill
industry for the period 1950-73 using altemative mcasurcs of capacitly
utilisation (like Wharton Index, RBI Index of Potential Capacity Utilisa-
tion and dala on installed capacily) found that Wharon/RBI-Index of
Potential - Utilisation yiclded higher levels of capacity utilisation.
Howecver, other measures based on CSO data on installed capacity yiclded
utilisation rates between 50 to 70 per cent. All indicators showed decli-
ning trends in capacity utilisation. The most important factor inllucncing
capacity utilisation in Couon Textile industry was found to bc supply
side factors namcly raw malcrial availability.

The Centre {or Monitoring Indian Economy in a study (1987), based
on data on installed capacity during the period 1980 to 1986, found
that capacity utilisation has declined over the period of study. The study
found that for the ycar 1986, around 35 per cent of industrics in tcrms
of wcight in index number of industrial production opcratcd below
capacity utilisation ratc of 60 per cent. IDBI studics (1981) which cover
only IDBI assisted companics and arc bascd on pcak-output mcthod as
developed by Lawrence Kilcin (1960, 1966 and 1967): these also show
a declining trend. RBICs study (1986) based on data compiled by 1DBI
in respect of 30 industrics which have a weight of 50.75 per cent in
general index number of industrial production (1970=100) found that
improvement in capacity utilisation in the Sixth Five Ycar Plan Period
(1980-85) was ncgligible. The study also found that capacity utilisation
ralio in basic goods industrics deteriorated during the Sixth Five Year
Plan period , while that of capital goods and intcrmediate goods showed
improvement.

Goldar and Ranganathan’s (1992) cross-scction study (bascd on instal-
led capacity data published by DGTD (for 1983-84)) broadly cndorsed
the findings of Samwcl Paul (1974).
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Srinivasan (1992) studied some of the basic, capital, intermediate
and consumer goods industries for the period 1970-83 and found that
the rcasons for cxcess capacity in Indian industrics are mosly demand
dctermined. Most of the basic and capital goods were found to be demand-
constrained. For capturing demand, Srinivasan has used income variable
depending on the industry. The industries found to be supply constrained -
include cement, agricultural tractors, paper and paper boards and cotton

textiles.
Capacity Licensing in India

In India, planning has been pre-occupicd with directing industrial
investment to planncd demand. This has becn sought to be scrved by
licensing of capacities. Till 1991, a licensc. was required to sct up a
plant or to move an cxisting plant, cxpand the capacity of an existing
plant or to make a new product with an existing plant. The lcgal support
for capacity licensing was provided by the Industrics (Development and
Rcgulation) Act, 1951. The various Industrial Policy Resolutions (IPRs)
provided the dircction of policy changes with regard to industry. For
importing capital goods or intermediates or for having foreign collabora-
tion, nccessary licences have o be obtained from respective
authoritics.® Large companics were subject to the provisions of the Mono-
polics and Restrictive Trade Practices (MRTP) Act which required large
companics to gct MRTP clcarance before they applied for an industrial
licenceb. Besides the MRTP Act, the government has also reserved since
the mid-sixtics, -a list of items for the production of small scctor. This
also constitutes another form of restriction on capacity i.c., it bars a
unit licenee, if it grows beyond a certain size.’

Over a period of time the rigors of capacity licensing have under-
gonc considerable change especially since 1975-76 when the New Econo-
mic Programmc (NEP) was launched. Apart from permitting increasc
in capacity of 25 per cent arising out of replacement of old cquipment
and modemisation, the Industrial Policy Statement 1975-76 allowed auto-
matic growth of capacity of cngincering industry at the rate of S per
cent per annum or up to a limit of 25 per cent in a plan period.® The
Industrial Policy Statcment announced in July 1980 went a step ahcad
and regularised cxcess capacitics installed in 34 sclccted industrics (basic
and mass consumption goods).? Thc Industrial Policy Statcment of
1983-84 announced a policy of "broad-banding” which allowed manufactu-
rers to improve utilisation of installed capacitics by diversification of
their product range. In December 1985, Government announced a scheme
for re-cndorsement of capacity based on licensed capacity during any
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five years preceding March 31, 1985.. Under this scheme, for units which
attained 80 per cent capacity utilisation, capacity on their licences were
re-endorsed to the extent of the highest production achicved during any
of the previous ycars plus one-third there-of. Thus, the concept of
capacity that has been practiced in India is esscntially a lcgally permissi-
ble level of output namely licensed capacity.

Licensed capacity, however, may differ from installed capacity duc
to lags between intentions and the actual achicvement. In the Indian
context, the pre-cmption of industrial licences and creating barriers 1o
entry has been a subject matter of much debate and discussion.!0 The
concept of installed capacity in the Indian context approximatecs morc
to the engincering concept of capacity. Statistically, it is an approximation
to the concept of capacity used by Central Statistical Organisation (CSO).
CSO defines installed capacity as "...the practical output potential of
the various units engaged in the particular industry after taking into
account the manufacturing bottlenccks in the- various production depart-
ments of the industry . This is worked out on the basis of full capacity
during the first shift and 80 per cent of the single shift capacity for
the sccond shift with an overall efficiency factor of 75 per cent'.!! This
does not mcan that industrics’ installed capacities are cstimated on the
basis of thrce shifts. For industries (such as typewriters, duplicators, etc.)
which work on single shift duc to peculiar local conditions, power availabi-
lity, raw material availability, ctc., their capacitics arc assessed on the
basis of single shifts. However "... any unit regularly producing on thrce-
shift basis and round the clock, their capacitics have been assessed
accordingly".12 Samuel Paul‘s study (1974) for the year 1965 found that
out of thc 300 product groups for which data were rcporied by CS.0
about 275 product groups worked on single shift basis, 7 on the basis
of two shifts and the remaining 18 product groups on the basis of three
shifts. But given the fact that the industrial structure has undergone much
change since then duc to diversification and tcchnological change, the
shift system has lost much of its original mecaning. Thus an analysis
of the shift system of various industrics in the year 1974 shows that
only 31 per cent (ic., 64 product groups) worked on singlc shift basis
(as against 92 per cent in 1965), 18 per cent (ie., 37 product groups)
reported double shifts (as against 2.3 per cent in 1965) and the remaining
51 per cent (i.c., 206 industrics) reported three shifts of operation (as
against 6 per cent in 1965)13,

Hypothesis of the Study

Capacity utilisation of an industry, as thc above discussion shows,
depends on a number of factors - both supply and demand. On the
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supply side, some of the major factors influencing capacity utilisation -
. include availability of raw materials, energy, credit, etc. Supply factors
are more relevant for intermediate goods industries especially agro-based
industries. Sastry (1984) in his study of cotton textile industry, for instan-
ce has used availability of raw cotton as the supply factor. In our cxcreise,
we intend to capture the effect of supply factor by imports of capital
goods and intermediate goods after normalisation through the use of unit
value index of imports. The theorctical justification herc is that imports
_arc a positive function of industrial growth although one may concede
that imports of capital goods and intermediates could also act as a proxy
for domestic raw material gap. Besides supply, the demand factors behind
capacity utilisation are represented by changes in macro cconomic situa-
tion (recession or inflationary situation), changes in demand patierns
(domestic or foreign) or tastes, etc. For example, in the case of industrics
such as cement, iron and steel, etc., a major source of demand comcs
from government. At the macro level, this is proposed to be captured
by the income variable namely index of gross domestic product at.con-
stant prices. Another way to capture the demand pressure is to lake
the rate of growth of peak production as an explanatory variable.In fact
this has been tried by Paul (1974) and Goldar and Ranganathan (1992).

There is a viewpoint cogently put by Paul (1974) and Goldar and
Ranganathan (1992) that capacity utilisation depends on market structure
i.e.,‘ the number of firms in- the industry.14 The link between -market
structure and capacity utilisation is mainly based on the standard ‘structure-
conduct-performance’ (SEP) theory of industrial economics. SEP theory
emphasises an inverse relationship between market structure and capacity
utilisation, i.e., greater the degree of monopoly, the lower the rate of
capacity utilisation. Recent figures show that the degrec of monopoly
as revealed by four-firm concentration ratio is between 80 to 100 per
cent in more than one half of the industries.!5 However, studics in India
by Paul (1974), Goldar and Ranganathan (1992) using cross-scction data
show a positive rclationship between capacity utilisation and the degree
of monopoly. In the absence of time scrics data on market concentration,
it has not been found to be feasible to use this variable for our cmpirical
exercise.

Tariff and trade policics also have a significant influcnce on capacity
and utilisation since these policies had provided high levels of protection
to many industrics. The protection enjoyed by various industrics has
been brought out in the studics by Bhagwati and Desai (1970) Panchamuk-
hi (1978), Nambiar (1983) and World Bank (1989). However, it is diffi-
cult to obtain on a comparable basis time scrics data on the effective
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rate of protection for industries covered in our study. To a considerable
extent the degree of protection afforded by the policies of govemment
is rcflected in market concentration variable but as alrcady pointed out
data on this variablc arc not available on a time-serics basis. The best
which could be attcmpted is to usc a dummy variable to reflect changes
in policy rcgimes, whercin the value of zero could be given for the
years upto 1980 when industrial policy regime was essentially restrictive
and the value of onc for years since 1980. '

Table 1 : Details of Industries in each Use-Based Group and their
Weighting Pattern

Sr. Industry o Weight
No. '
A. Basic Industries - 5.33
1. Nitrogenous Fertilizers . 1.52
2. Phosphatic Fertilizers 0.67
3. Caustic Soda 0.40
4. Soda Ash 0.20
5. Oxygen Gas . ' 0.11.
6. D/A Gas 0.07
7. Stecl Caslings : ’ - 0.80
8. Stecl Forgings ' 0.49
9. Transmission Towers 0.00
10.  Stecl Pipes and Tubes A 0.58
11. Aluminium , - 0.17
12. Copper Cathodes 0.17
13. Lcad 4 0.00
14. Zinc ' : 0.00
15. Aluminium Shects and Circles 0.07
16. Aluminium Foils 0.02
17.  Aluminium Extruded Product \ : 0.05
B. Intermediate Industries ’ 3.19
18.  Ncwsprint 0.09
19.  Cycle Tyres ‘ 0.05
20. Polythclene L.D. 031

21, Polythclene H.D. 0.07
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Sr. Industry Weight
No.

"22. PVC Resins » 0.09
23. Viscose Filament Yam 031
24, Nylon Filament Yam 0.34
25. Viscose Staple Fibre 0.24
26. Viscose Tyre Cord 0.12
27. Nylon Tyre Cord 0.15
28. Polyester Fibre 0.19
29. Polyester Filament Yamn 0.16
30. Vat Dyes 0.23
31. Azo Dyes 0.11
32. Paints and Varnishes 0.35
33. Storagc Batteries - 0.16
34. Dry Cells 0.20
35. Optical Whitening Agents 0.04

C. Capital Goods Industries 6.71
36. Sugar Machinery 0.18
37. Mining Machinery 0.08
38. Mctallurgical Machinery 0.05
39. Chemical and Pharmaceutical Machinery 0.26
40. Paper and Pulp Machinery ' 0.08 .
41. Cement Machinery 0.11
42. Machine Tools 0.65
43. Cranes 0.1
44. Lifts 0.23
45. Power Driven Pumps 0.30
46. Ball & Roller Bearings 0.39
47. Road Rollers 0.07
43. Domestic Refrigerators 0.15

49. Air Conditioners 0.02
50. Power Transformers 0.24
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Sr.  Industry Weight
No.
51. Elcctric Motors 1.29
52. Winding Wircs 0.16
53. Railway Wagons 0.56
54. Commcrcial Vchicles 1.37
55. Jeeps 0.29
56. Twist Drills 0.06
57. Powcer Capacitors 0.02
Consumer Goods (D + E) 9.28
D. ConsumerDurables 1.40
58. Scwing Machincs 0.26
59. Elcctric Fans 0.25
60. Radio Reccivers 0.05
61. Motor Cycles 0.18
62. Cars 0.14
63. Bicycles 0.23
64. Scoolers/Scooleretics 0.10
65. Mopeds 0.09
66. Thrcc Wheelers/Autorickshaws - 0.03
67. Typcwrilcrs 0.05
E. Consumer Non-Durables 7.88
68. Flour Milling 0.80
69. Baby Food 0.38
70. Biscuits 013
71. Beer 0.58
72.  Cigarcltcs 0.58
73.  Lcathcer Footwear (Westemn) 0.02
74. Lcather Footwcar (Indian) 0.18
75. Paper and Paper Board 271
76.  Soap 0.36
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Sr. - Industry Weight
No.

77.  Matches 0.19
78.  Fluorcscent Tubces 0.09
79.  Penicillin 050
80.  Streptomycin 0.36
81.  Chloramphcnicol 0.08
82, Vitamin "A" 0.37
83.  Synthetic Detergents _ 0.25
84, Razor Blades 0.04
85. Zip Fasmers ' 0.01
86, Linolcum e 0.19

Data Base

The study is mainly bascd on data from Monthly Statistics of the
Production o’ Sclected industrics ol India (MSP) publishcd by Central
Statistical Organisation (CSO), for the initial period i.c.,1970 o 1985,
and {rom Dircctor General of Technical Development (DGTD)!6 for the
later period. The study covers 86 industrics for which comparable time-
series data could be compiled. These industrics account for about one-
fourth of the weight in index number of industrial production (Basc
1980-81=100) and covers the period 1970 © 1990 |'he sclected 86
mdustrics have been grouped using the Reserve Bank s use-based classifi-
cation: the number of industrics covered in cach use-based group and
their respective weights in index number of industrial production arc
given in Table 1. Basic industrics account for 22 per cont of weights
of 86 industrics (24.50), intcrmediate industrics 13 per cent, capital goods
27 per cent and consumcer goods 38 per cent. For some industrics for
the period 1970-71 10 1974-75 dalta in respect of installed capacity have
been cstimated using the trends available in the carlicr/later  years.
However, such cstimated data constitute only 10-15 per cent of the lotal
data uscd in the study.
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Table 2: Trends in Capacity Ulilisation - Use-based classification
1970 to 1990

1970-80 1980-950 197090
Weight  Average  Raic of  Average  Rate of  Average  Rale of
growth/ growth/ growth/
“decline dedine declinegd
1. Baisc Goods 532 57.8 -0.50 692 3.08 632 146
Industrics
2. Intermediale 321 94.1 .43 87.1 -0.07 907 - 059
Goods Industrics ‘ -
3. Capital Goods 6.71 65.2 1.97 669 197 660 - 034
4, Consumer Goods 9.28 743 40 76.1 ).56 751 1,29
a) Consumer 1.38 §4.6 -2.30 789 308 819 - -1
durables )
b) Consumer Non- 1.9 716.8 -5.92 756 122 . 762 A6
- durables
General (1 w0 4) 24.53 733 2.27 761 033 - 6 02

@ Caleulated by fitting semi-loganhmic trend.

Methodology

The empirical analysis is mainly based on regression technique (ordi-
nary lcast squarcs). Goodness of fit of the cquation arc judged in tcrms
of R2, Durbin-Watson statistic, signs of the co-cfficient dnd the doscmss
between actual and estimated values.

Trends in Capacity Ulilisation

The trends in capacity utilisation (bascd on data on installed capacity
and actual production published by CSO) for 86 industrics (accounting
for onc-fourth of weight in index numbcer of industrial production) have
been examined using a usc-bascd classification. On an. average, during
the period of study ic., 1970-90, ncarly onc-fourth of the installed
capacity remained underutilised (Table 2, Graph A). Capacity utilisation
in all industrial groups have shown a declining trend conforming the
cvidence provided by carlier studics (Raghavachari 1969, Paul 1974).
Capacily utilisation of industrial scctor rccorded a marginal decline of
0.02 per cent per annum during the period of study 1970-90 . Yet in
the cightics, the average capacity utilisation at 76.1 per cent was higher
than the average capacily utilisation rate of 73.3 per cent in (he *seventics.
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Table 3: Distribution of Industries and Their Weights According to
Levels of Capacity Utilisation - All Industries

1970 . 1980 1990
Utilisation of Capacity No. of Weights No. of Weights No. of Weights
(Perccntages) Industrial Industrial Industrial

A group group group
Less than 40 8 2.19 10 5.79 1 299
40-50 7 .72 7 345 8 123
50-60 7 1.72 6 156 6 211
60-70 7 2.51 13 4.19 6 199
70—8%) 5 0.46 6 4.08 13 533
80-90 14 4.17 18 579 11 4.48
90-100 BERE 4.86 8 185 13 333
Excess Utilisation 26 6.87 18 891 18 304

Thus in the eightics, capacity utilisation recorded a marginal risc of 0.33
per cent per annum as compared with a decline of 2.27 per cent per
annum in the scventics. The improved capacity utilisation of industrial
scctor is a reflection of the rclatively high and sustaincd growth ratc
of industrial scctor in the cightics .

Notwithstanding thc good output performance of the industrial scc-
tor, the number of industrics with less than 40 per cent capacity utilisation
increcased from 8 (weight 2.19) in 1970 to 11 (weight 2.99) in 1990
indicating worsening of capacity utilisation levels (Table 3). The number
of industrics with higher levels of capacity utilisation, i.c., with morc
than 70 per cent capacity utilisation, declined from 58 in 1970 (wcight
16.36) 10 55 in 1990 (wecight 16.18). Thc number of industrics with
cxcess capacity utilisation also declined from 26 (wceight 6.87) in 1970
to 18 (weight 3.04) in 1990. This may be parlly because of the shift
in the level of technology between the seventics and cightics. Among
the various usc-bascd groups, the cxtent of underutilisation of capacity
was the highest in basic goods industrics (37 per cent), followed by
capital goods (34 per cent), consumer goods (25 per cent) and intcrmedia-
tc goods (9 per cent) (Table 2).
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‘Table 4: Distribution of Industries and Their Weights According to
; Levels of Capacity Utilisation-- Basic Industries

1970 ' 1980 1990
Ulilisaiion of Capacil'y No. of Wcighté No. of Weights No. of Weights
o Industrial  Industrial Industrial
groups groups groups
Less than 40 4B 1 0.58 2 1.07
40-50 3 1.45 5 3.06 1 0.07
50-60 3 0.07 4 0.19 2 018
60-70 - - 4 1.13 1 0.17
70-80 3 0.18 - - 5 1.49
80-90 v 1 1.52 2 0.16 3 2.09
90-100 2 0.60 1 020 1 020
Excess Utilisation 1 0.17 - - 2 0.05

Table S: Distribution of Industries and Their Weights According to
Levels of Capacity Utilisation - Intermediate Goods Industries

, | 1970 1980 . 1990
Utilisation of Capacity No. of Weighis No. of  Weights No. of Weights
Industrial Industrial Industrial
groups groups groups
Less than 40 -~ - - - - ' -
40-50 - - 1 0.23 1 023
50-60 - - - - 2 031
60-70 I 0.11 3 0.53 2 012
70-80 - ~ 2 +0.32 2 0.65
80-90 5 .80 3 0.50 2 .13
90-100 4 0.52 2 0.43 3 03

Excess Unlisation 8 1.78% 7 1.2 6 P2
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Capacity utilisation of basic industrics declined from 63 per cent
in 1970 to 50.5 per cent in 1980 rccording a decline of 0.50 per cent
per annum during 1970-80 (Tablcs 2 and 4, Graph B). Capacity utilisation
steadily improved to 69.2 per cent in 1990 recording a ralc of growth
of 3.1 per cent per annum in the cightics. In the casc of basic industrics,
the number of industrics recording low levels of capacity utilisation i.c.,
less than 40 per cent decrcased from 4 in 1970 (weight 1.33) to two
(weight 1.07) in 1990 (Tablc 4). The number of industrics with high
levels of capacity utilisation i.c., 70 per cent or morc also improved
from 7 (weight 2.47) in 1970 10 10 (weight 3.83) in 1990. The improved '
capacity utilisation during cightics may be taken to reflect the intensity
of demand faced by thesc scctors.

In the case of intcrmedialc goods industrics the extent of capacity
utilisation was rclatively higher ranging from 90 © 107 per cent;
however, over the period 1970-90, capacity utilisation has shown a decli-
ning trend (Graph C). It declined by 0.59 per cent per annum from
106.7 in 1970 10 89.8 in 1990. In all industrics capacity utilisalion was
morc than 50 per cent (Table §5). Howcever, the number of industrics
having capacity utilisation more than 70 pcr cent dcclined from 17
(weight 3.1 per cent) in 1970 to 13 (weight 2.55) in 1990. The trends
_in this sub-scctor give a cluc that therc may have been some technological
improvement in the process of production of intermedialc goods which
faced a fairly robust demand, in view of the high growth raics of most
finished goods industrics during the eighties.

Table 6: Distribution of Industries and Their Weights According to
Levels of Capacity Utilisation - Capital Goods Industries

1970 _ 1980 1990 -

Urilisation of No. of  Weights No. of  Weights  No. of  Weights
Capacity Industnial Industrial Industrial
(Percentages) groups groups groups

Less than 40 4 0.86, 4 1.07 4‘ , 0.42
40-50 - - 1 0.16 4 0.74
50-60 2 0.81 2 137 1 1.37
60-70 3 1.41 3 027 3 1.7.
70-80 ' i 0.23 2 1.76 - -
80-90 | 1 0.08 4 0.68 3 0.6
90-100 4 04 4 099 6 1.86
Excess Utilisation 7 292 2 0.4l> 1 0.02
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In the casc of capital goods industry, there has been a decline in
capacity utilisation (Graph B). Capacity utilisation of capital goods
industrics on an average which was around 65.2 per cent in scventics
improved marginally 1o 66.9 per cent in cightics. Howevcer, on an average
the capacity utilisation has shown a decline of 0.34 per cent per annum
during 1970-90. Number of industrics with more than 70 per cent
capacity utilisation marginally declined from 13 (weight 3.63) in 1970
1o 10 (wcight 2.48) in 1990 (Tablc 6). The developments in this sub-
scctor scem 1o indicate that the demand for these goods has shown some
slack partly becausc of gencralised underutilisation of full capacity, and
parlly also because there had been higher capacity build-up in-the initial
ycars of cconomic dcvclopment. :

Consumcr goods industrics showed a marginal improvement in
capacily utilisation in the cightics (76.1 per cent) as comparcd with seven-
tics (74.3 pcr cent), the rise in capacity utilisation comes to 0.56 per
cent per annum in the cightics as comparcd with a decline of 4.01 per
»ccm‘.in the scventics (Table 7). The improved performance of consumer
goods in the cightics was mainly duc to improved performance of con-
sumer non-durablc scgment in the cightics (Table D.

Table 7: Distribution of Industries and Their Weights According to
Levels of Capacity Utilisation - Consumer Industries

1970. - 1980 - . 1990
Liilisation of No. of Weights No. of Weights No. of Weights
Capacity . . Industrial Industrial Industrial
{Pcrcemages) . groups -~ . . groups ) groups
Less than 40 - - 5 . . 4.14 5 LS
40-50 4 0.27 - - 2 0.19
50-60 , 2 - 0.84 - = 1 025
60-70 3 099 3 2.26 T~ -
70-80 1 ‘ 0.05 2 2 6 3.19
80-90 7 1.77 9 4.45 3 166
90-100 3 334 1 0.23 3 052

Excess Utilisation 10 2 9 7.3 9 1.95
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Empirical Analysis

Capacity utilisation of industrial scctor is postulated as a function
of incomc (IGDP) (proxy for demand), imports, of capital/inicrmediate
goods (IIMP) and dummy (DUM) variablc to- capturc thc cffcct of
changes in government policy. The regression cquation was cstimated
using ordinary Icast squarc method and the resulls arc given below.
Equation 1
Double Log
Period : 1970 to 1990

CU = 119 + 0.67 IGDP * - 0.61 IIMP
(2.92) - 0.79)

+ 0.10 DUM xx
(1.89)
)
R™ = 0.63 D.W = 1.80 SEE = 0.4697
Mecan =4.30

*F4% indicates significancc at 1 per cent and 10 per cent level,
(Adjusted for auto-correlation using Cochranc-Orcult procedurc).

Where CU = Capacity Utilisation Rate of Industrial Scctor.

IGDP Index of GDP at 1980-81 Prices

Il

IIMP = Index of Impons of Capital goods and Intcrmediatcs (Real).

DVM

Dummy Variable - Valuc of O upto 1980 and 1 sincc then.

The estimated cquation (cquation 1) had a rcasonably good fit. Durbin-
Watson statistic at 1.8 indicatcs ncar absence of auto-corrclation. The
income (IGDP) variable had the right sign and was significant at 1 per
cent level. This indicates that the most important factor influencing
capacity utilisation is demand.

The index of real imports of capital/intcrmediatc goods (1IIMP) did
not have the right sign. An cxplanation of this paradox was provided
by Samuel Paul (1974). According to Paul (1974), il govemment [ollows
pro-rata allocation of imports, firms with high import content will get
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morc hurt sincc the additional requircments cannot be mcet from the open
markcl. This argumcnt bccomes all the morc relevant in the context
of the rising import-intensity of Indian Industrics : imported raw maicrial
as a per cent of total raw matcrial of Indian industries which was around
23.3 per cent in 1986-87 increased to 25.1 per cent by 1989- 90!7. The
import intcnsity of industrics such as chemicals and petro-chemicals was
as high as 41.3 per cent followed by electrical cquipment (33.8 per

cent) in 1989-90.

* The introduction of dummy variable (DUM) mainly representing
changes in industrial policies (controls/regime) did improve the fit of
the cquation and was significant at 10 per cent level. This indicalcs
that capacity utilisation would bc low when govemment controls are
high and the casing of government controls would lead to higher capacity
utilisation. The reduction of physical controls and rceduction of effcctive
ratc of protection of industrics paves for entry of new firms which could
inducc cxisting firms to achicve better utilisation of their production
capacitics.

We tricd 10 scc how good and stablc arc these rcsulis. For this
purposc, we divided the period into two parts - the scventics and cighties.
We obtaincd the following results:

Equation 2 -

Doublc-Log

Period 1970-80

CU = 0.19 + 0.99 IGDP*** _ (.67 IIMP
2.27) (- 048

R2 D.W =22 SEE = 0.57

Mcan =4.27

(Adjustcd for auto-correlation using Cochranc-Orcutt procedurc).
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| Equation 3
Double-Log
Period : 1981-90

CU = 409 + 0.90 IGDP -~ 0.36 IIMP -
0.81) (- 1.00)

"R® =011 D.W =2.09 SEE = 023

Mcan =4.33"

(Adjusted fof auto-corrclation using Cochrane-Orcutt procedure).

It may be seen from these equations (equation 2 and 3) that both IGDP
and IIMP have the samc signs in both sub-periods although in the cighties
both the variables (IGDP and IIMP) are not statistically significant. It
must, however, be cautioned that the result for the two shorter periods
should be interpreted with considerable care and judgment.

Concluding Observations

Our study has shown that there has becen a declining trend in
capacity ulilisation in industrial sector in India over the 20-year period,
1970 through 1990, although during the eighties there has been some
albeit modest improvement in the capacity utilisation .Significant improve-
ment in capacity utilisation was noticed in basic goods and capital goods
industries in the cightics - a conclusion that was also supported by Ranga-
rajan (1990). But capacity utilisation per se had litle to do with the
industrial growth during the eighties. There is considerable other evidence
which suggests that there had been strong influcnces of productivity
growth and policy initiatives in the form of dercgulation,dclicensing, lowe-
ring of tariffs, etc., in the industrial sector.

Among the factors influencing capacity utilisation, the predominant
~one for the 20-year period had been demand. This factor was somewhat
suspect in the eighties, but this conclusion is not decisive. Idcally, onc
necds to look at the problem of capacity utilisation at thc micro lcvel
of individual industrics and sce how strong arc the dcmand and supply
factors, and then asscss the domestic investment needs of the industrial
sector. Such an cxercisc was not altempled, since it would go beyond

the scope of the present study.
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Notes :

1. For a recent discussion on the literature on capital/capacity utilisation, Sec Winston
G.C. (1974) and (1977).

2. For an exposition of this concept, Sec Divatia V.V. and Ravi Varma (1970).

3. For a critical review of this concept, Sec Sastry D.U. (1980).

4, Quoted in Healthfield, David F. (1972).

5. For an exposition of controls in the Indian context, Sec Mohan, Rakesh and Vanda-
na Aggarwal (1990).

6. MRTP did not cover the public sector. The July 1991 Industrial Policy reforms
has ‘removed the sieze (asset) limit for expansion of large companics and will
concentrate on only unfair and restrictive trade practices. Morcover, the public
sector companics which were hithereto left out of the MRTP Act were brought
under this ‘Act.

7. The number of items reserved for Small-Scale Scctor increased from 47 in 1967
1o 836 in 1992. '

8. Govermnment of India, Ministry of Finance, Economic Survey - 1975-76, p. 12.

9. The 34 industries included basic industries and those producing mass consumption
goads not reserved for small-scale sector, provided firms are not units to which
MRTP Act, 1965 and FERA, 1973 applics.

10. In fact, a number of government sponsored studies were made on the subject,
- the most important one among them being the Report of Industrial Licensing Inqui-
ry Committee, 1969.

11.  Government of India, Central Statistical Organisation, Monthly Statistics of the
Production of Selected Industries of India, Calcutta, March 1974, p. 339,

12 Ibid, 342..

13.  lbid, 337-342.

14. Some of the concentration indices used to measure markct concentration are (1
Concentration Ratio (2) Hirschman-Herfindah] Index, (3) Hannah and Kay's Indices
and (4) Entropy Index etc.

15, Centre for Monitoring Indian Economy, Markets and Market Shares, March 1992,
p. VIII and IX.

16. It must be mentioned that data compiled by DGTD suffers from a number of

limitations, According to Bhagwati and Desai (1970) “.... in the techno-cconomic
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expertise of the DGTD" in this regard "was dismal” (p. 265). Bhagwati and Sriniva-
san (1975) explain the inadequacies of -official data in terms of the dilemma
involved in the sanction of actual user import licences, the argument being that
while the entreprencur exaggerates his/her capacity to get more actual user (AC)
licences, the refusal of DGTD officials could occur also to rccogmsed capacity
augmentation.

The Industrial Credit and Investment Corporation of India ‘Financial Performance -
of Companies ICICI Portfolio’ (Various Issues).
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Estimating Money Demand Function:
A Cointegration Approach

Ashok K. Nag & Ghanshyam Upadhyay*

Existence of a stable demand function for money is perceived as a prerequisite
for the use of monctary aggregates in the conduct of monetary policy. The instability
in moncy demand function reported in respect of many developed countrics, it has
been argued, may be duc to improper specification of short term dynamics and
failure to embed the latler in a properly specified long term relationships that may
exist among the relevant variables. The recently  developed method of co-integration
is expected to overcome some of the existing problems that render application of
Ordinary Least Square technique infructous. This paper makes an effort to cstimate
moncy demand function for India using this new method. The results appear 10
have some bearing on the choice of appropriate monetary aggregates for conduct
of monectary policy. The long term rdauomhxp obtained is also [ound to be quite
interesting.

Introduction

The cxistence of a stable demand function for money is an important
building block for many macrocconomic modcls. In fact, a stablc demand
function for moncy "has long been pereeived as a prerequisite for the
usc of monctary aggregates in the conduct of (monctary) policy” (Gold-
ficld, 1990). For an cconomy undergoing an adjustment program, the
cxistence of a stable moncy demand function, it is often regarded, gives
hope to policy-makers in their scarch for a target fo/r the monctary aggre-
gates consistent with other policy objectives like price stability. In this
context one needs to note that the devastating nature of Lucas critique
of policy incffectiveness ariscs from the fact that the rational agents’
forward looking cxpcctations undcrming the stability of any rclationship
between macrocconomic aggregates!. According to this vicew, cstimaicd
rclationships between such variables based on historical data arc of not
much use 10 policy makers because of the impact of policy changes
on the relationships themselves. Melnick (1990) specially addressed to
this issuc while cstimating a demand for moncy lunction for Argentina,
and concluded that the instability in the moncy demand function may

* Dr. AK. Nag and Shri G. Upadhyay are respectively Assistant Adviser and Research
Officer in the Depaniment of Statistical Ananysis and Computer Services. The authors
express their indebtedness 1o Dr. A, Vasudevan and Shri R.B. Barman for their com-
ments on an carlier dratt of this paper, without burdening them with any responsibility
for the remaining enon.,
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be, 1o a large degree, duc to "improper dynamic specification of the
short run demand function for moncy". The moncy demand functions
cstimated in the Indian context also gencrally suffer from this problem
of lack of non intcgration of long-term rclationship with proper short
term dynamic specification?.

The parametric regression technique bascd on ordinary least square
(OLS) has so far been the most popular  statistical method for cstablishing
relationship among macrocconomic variables, despite the known draw-
backs of this mcthod in the casc of timc-serics data. Since most of
the macrocconomic time scrics arc nonstationary in their level, OLS regres-
sion technique may give mislcading results in two respects. Firstly, it
may show a significant rclationship among variables in term of high
RZ cven if not such rclationship cxists (indication of which may be
found in low Durbin-Watson statistic) and sccondly thc usual t-statistic
for individual regression cocflicicnts does not posscss cven a limiting
distribution and is cxpected to diverge 1o infinity under the assumption
of independence of nonstationary regressors and regressand3. Since the
publication of Granger & Ncwbold’s oft-quoted paper (Granger & New-
bold 1974), there has been cnormous growth in literaturc to dcal with
such type of problems?. The concept of cointcgration proposed by
Granger & Engle (1987) is an attempt 1o salvage the regression technique
from thc problem of non-stationarity and is fast cmerging as a potent
method in the amoury of applicd cconometricians. Meclnick’s cmpirical
cxercisc shows that the method of cointcgration can be a uscful empirical
technique for cstimating long term relationships.

The objectives of this paper arc to cstimaic a moncy demand func-
tion that takes carc of some of the shoricomings of the cxisting exercises
on thc demand for moncy in India; to introducc, as an cxploratory
approach, the cointegration method of vicwing the demand for moncy;
and to raiscanalytical issucs emecrging from the cmpirical cxercise. The
organisation of the paper is as follows: Scction I presents a bricf descrip-
tion of the concept of cointcgration and Johansen’s method of identifica-
tion of the cointegrating space. We present this technical scction at the
bcginqing as somce of the problems associated with our scarch for proper
specification of moncy demand function hinges crucially on the time
serics propertics of variables to be chosen. It may be noted here that
Johansen’s mcthod is esscntially a multivariate gencralisation of Dickey-
Fuller’s unit root test and is bascd on likelihood ratio statistic and therefo-
. Te is likely to possess a better power than the two step Granger-Engle
proccdure ecmployed by Mclnick. In section 11, we discuss the specifica-
tion of moncy demand function employed in this paper as well as the
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time scrics properties of chosen variables. Lastly, the results of excrcisc
is presenicd in the section IIL

Section I

. The mcthod of cointegration was originally proposed by Granger
(9181), also Englc & Granger (1987), who also showcd the important
connection between the idea of cointegration and crror correction model
specified in dynamic sctup by J.D. Sargan and associates. The basic
idca of cointcgration is very simple. Suppose we have two time scrics
X; and Yy which arc nonstationary in their levels but become stationary
and invertible after differencing, say once.  Obviously, any relationship
obtained between the two variables by the mcthod of regression which
may arisc specilically duc to nonstationarity of the varablcs may be
spurious. However, il it can bc cstablished that there cexists a lincar<
combination of the two nonstationary variables such that it is stationary,
then that lincar combination obviously describes an cquilibrium relation-
ship in the sense that X and Y, cannot wandcr away indcfinitcly from
the cquilibrium position and must revert back to the cquilibrium position,
although individually cach of the variables can wander away indefinitcly
from any starting point. More gencrally, let X; = {Xq, X2pemes Xpt]
be a p-dimensional vector process such that cach component of X is
integratcd of order onc. If there cxists a vector § such that B’X; is
a stationary process, we will call B a cointegrating vector and X a
cointcgrated proccss. It is not nccessary that f be unique. In fact (assu-
ming that the vector process is not stationary to start with), there can
be as many as (p-1) lincarly independent such cointegrating vectors and
the spacc spanned by them will be called cointegrated space. Therefore,
any veclor belonging to the cointegrating space will describc some sort
of cquilibrium rclationship. If there does not exist any non-zero coinlcgra-
ting veclor, it may be surmised that no long term rclationship cxists
among the components of X;. Engle and Granger proved the following
representation thcorem, stating that any cointegrating process can be repre-
sented as an crror-correctling process. In bivarate casc this mcans that
it X¢ = (X1, Xpp)' is cointegrated, then X4y and Xp will have the
following crror-corrcction rcpresentation: Moz K2

X1 = -#1Z1 + lagged X1p X0 + O(B)eqy
Xpp = -1Zy + lagged (Xy Xpp) + ©(B)ey

where ©(B) is a finite decgree polynomial in the lag opcrator B and
is thc same in cach cquation and Zg is equal to B 'X; The cyand
¢y are jointly whitc noisc processes but thcy may be contemporancously
correlated. The error comcction process in cffect means that changes in



50 RESERVE BANK OF INDIA OCCASIONAL PAPERS

X1y and Xp in the current period. are dependent upon d.cvia'lion {rom
cquilibrium linc in the previous period. The important point is 10 notc
that |0q | + | o | # 0. This means that at lcast onc of the processcs
will be better forecasted with the knowledge of its own past and past
valucs of the other process. Thercfore, there should exist. Granger cau-
sality in at lcast onc dircction. To build an crror corrcction modcl,
Granger & Englc (1987) have suggested a two step procedure. Since,
OLS gives a consistent cstimate of the rclationship (if onc cxists), the
first step is 1o cstimate a regression cquation in the levels of variables
to find the long term relationship among the variables, and in the sccond
step an crror correction model is built using the residuals of the first
step as the departure from cquilibrium. But, Johanscn’s method is based
on likelihood ratio statistic and thercfore is likely to have morc powcr.
Henece, we have uscd it to find the dimension of cointcgrating spacc
as well as the long term relationship among the variables. A bricf descrip-
tion of Johanscn’s mcthod is presented below.

Johansen’s Method :

Johanscn (1988) formulates the problem of cointcgration in a multiva-
rialc sctup as an cxacl analoguc of testing of unit root in univarialc
“cased. Let Yy = (y“,....ypl)T bc a p-dimensional vector process, cach
component of which is an I(1) process. We are interested to find out
- whether there cxists any lincar combination of y;,’s such that it is stationa-
ry and also how many such independent lincar combination can be said
to cxist. In other words we arc interested to find out the dimension
‘of cointegrating spacc. Let us consider the simplest casc of an AR(1)
process so that Yy has the following representation:

Y[ = AY[_I + El

where A is a p x p matrix and E; is a vector whilc noisc process.
If all roots or cigen values of A arc less than onc in absolutc valuc
we know (I-A) cxists and Y| can bc cxpressed as an infinite sum of
while noisc processcs and hence it becomes stationary. If A =T (identity
matrix), all roots of A arc cqual to onc and no lincar combination of
Yj's can bc stationary. The most inicresting casc is when some roots
of A arc less than onc while some arc cqual 10 onc. In thal case we
know that the cigen valuc-cigen vector decomposition of A (ic A =
TDT-1) would producc D, a diagonal matrix of cigen values of A of
the following type :
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- d] ] -
ds 0
d3
D =
0 :
. ' dp J
where di’s arc cigen values of A and k of them arc equal to onc
dy=dy = ... =dg =1> dgq1 > ... > dp).
‘Lt 7z =Ty,
then, 7z = T1AY + T-IE!
= T'1ATT Y + T-IE
= DZyq1 + My

Since first k diagonal elements of D are cqual to 1 we have zq, =
261 Y Me 220 = 2211 + M2 v 2kt = Zki-1 + Nk Zk+ 1t =
D1 Zkatls 1+ Ngal Lo » Ipt = Qp Zp, -1 + Npr, where
Ji, i = k+1, k+2, ..., p arc less than onc in absolute valuc. Thus this
transformation has given rise to two separate scts of processes, onc of
which comprisc only kX pure random walks and the other one a set of
stationary process. Since Yy = TZ;, we find that each component of
Y process can’be decomposed into two parts - one, a lincar combination
ol common stochastic trend components (purc random "walks) and the
other, a lincar combination of stationary processes. So the problem of
cexistence of stalionary zi’s boils down to existence of non unitary eigen
valucs of A. Johansen reparametcrises the problem exactly in the way
donc in univarate case, ic., AYy = nY_; + Ei, where =1 - A
and AY| = Y{ - Y. Obviously if there are k unit eigen values in
A matrix, © matrix will have rank of p-k. Thereforc we can find pk
lincarly independent vectors B’ so that they together will span the
column space of m which can be cxpressed as ofit, B being p x pk
matrix and B being p x p-k matix of By’s. If X; = B*Y,, it may bc
casily verified that X is stationary and [;’s are a sct of cointegrating
vectors. So the problem of testing the hypothesis of k unit root or cqui-
valently p-k lincarly indcpendent cointegrating vectors boils down (o
testing the rank of m matrix. Johansen derived the likclihood ratio test
for thc hypothesis of r cointcgraling vectors (ic p-r unit roots) in a
general k-th order autorcgressive process. Let Xt be such a process satis-
fying the following stochastic dilfcrential cquation

Xt = A1Xp + e + AgXi.k + Ep
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where Ei’s t =-1,2,... arc ii.d p-dimensional Gaussian random variable
for given values of X_y,1,...Xg. This equation can be reparameterized

as

AXp = mp AXpp + e+ Tkl AXpgey + Tk Xk

"
—
1]
>

-
L]
:l
>
2
~

where ©

Johansen assumes that the vector process is difference stationary
i.e. AX; is stationary and calls the © matrix impact matrix. If the impact
‘matrix is of full rank (i.c. the characteristic equation of the X; process
has all roots less than 1), then the process is stationary. However, by
assumption m is of rank r < p. So © = off° for some p x r matrices
o and B. Although estimate of m will always be of full rank in a strict
numerical sense, many of the eigen valucs of estimated 7 will not be
statistically significant. So testing a- null hypothesis of r cointegrating
vector is equivalent to testing the null hypothesis of p-r zcro eigen values
of © matrix. The main result, Johansen obtains is as follows :

The maximum likelihood estimator of the space spanned by B is
the space spanned by r canonical variates corresponding to the r largest
squared canonical correlations between the residuals of X and AX
+ corrected for the effect of lagged difference of the X process. The likeli-
hood ratio test statistic for the hypothesis that there are at most r cointe-

A p - .
grating vectors is -2In(Q) = X In(1-d;), where dj, d2,..dp are the smal-
o ’ i=r+1
lest squared cononical correlations.

~ So to carry out Johansen’s test, we have to run two multi variate
regression: regression of AX; on AX i,...AX{ k41 and the regression
of Xk on the same set of lagged differcnces. The square of canonical
corrclation between the residuals obtained from these two set of regres-
sions will give the required eigen values of the impact matrix.

. SECTION 11

It is best to begin with Cagan’s specification of moncy demand
function developed in the context of hyper-inflationary cenvironment for
fievcloping countrics®. Since no market related interest rates are available
in many developing countrics, it is belicved that a proper opportunity
cost of moncy may be represented by the expected inflation rale-proxy
for the ratc of return on :cal goods. However, in the Indian case, we
find that inflation rate (meas. 4 as first difference of log of Wholesile
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Price Index (WPI)) is an I(0) and not an I(1) variable. Therefore a long
term relationship cannot be estimated using expected inflation rate as
onc of the possible co-variates. In our search for a alternative I(1) variable
proxying for a ratc of rcturn on an alternative competing asset we experi-
mented with yicld on govermnment securitics as well as yield on ordinary
shares both of which are found to be I(1) variables. On experimentation
we settled for yicld on ordinary shares (YOS) as the proxy for rate
of rcturn on a spectrum of altemative assets. It may be mentioned here
that the rclation between stock prices and monetary growth has been
studied in the context of developed countries like U.S.A. For example,
Sprinkel (1964) compared the level of index of stock prices with a
moving average rate of changes in the narrow moncy supply. Although
Sprinkel’s mcthod of cstablishing causal direction was found to be statisti-
cally deficient, the existence of a rclationship between thesc two variables
could not be disputed. Cooper (1974) using a morc advanced spectral
technique also found a causal link between these variables, although in
an opposite direction. Since our interest does not lie in the direction
of causality, we may arguc that retums in stock market may be taken
as one of the determinants of portfolio choice behaviour of households
‘and business in respect of their financial assets. Recently, Brahmanada
ct al (1992) alsso explored this relatiénship and their results suggests’
that a possible link may exist’. Furthermore, during the eightics the
growth in share prices was much higher than the general inflation rate.
For example, RBI index of prices of ordinary shares at all India level
increased from a level of 118.9 (yearly average) for the year 1981-82
to 500.3 in the year 1990-91, indicating an annual compound growth
rate of around 17.3 per cent. During the same period the wholesale
price index rose at a rate of 69 per cent only. The increasing depth
and maturity of stock markets in India also provides at present more
liquidity to the stock holdings of individual and therefore reduces the
liquidity premium that the demand deposit with banks may command
otherwise. The large fluctuation in stock prices on the other hand is
expected to gencrate substantial speculative demand for money, particu-
larly for thosc with large unaccounted stock of currency. Furthermore,
this influence is more likely to show up in respect of marrow money
i.e. My, than in respect of Mg as the latter include savings of pure
houscholds not given much to speculation in the Indian situation.

As regards the relevant monctary aggregates to be chosen for our
exercise, we observe that it is My and not M3 which exhibit the required
time scrics propertics for application of our chosen method. - In other
words, whilc Mjp shows the cxistence of a stochastic trend in it
- M3 shows no such stochastic trend. In fact, a deteministic trend along
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with a stationary componcnt captures the time serics propertics  of
M3 very well. The relevant results of Augmented Dickey-Fuller (ADF)
tcsls arc given in Table 1. It may also be noted that a forccast of
M3 based on trend stationary model outperforms the forecast bascd on
a difference stationary model8, The presence of a stochastic trend in
Mj and an abscnce of it in Mgz which is inclusive of My indicalcs
that a lincar. combination of M and M3-Mj becomes a trend stationary
variable although individually both of them arc diffcrence slationary varia-
bles. This is an intcresting obscrvation by itsclf and requires further
study. In so far as this paper is concerncd, we have considered My

as our monctary aggregalc.

As regards the scale variable proxying for the level of cconomic
activitics dctermining the transaction demand for moncy stock, the only
available rclevant monthly data is that of Index of Industrial Production
(IIP) which is also found to bc an I(1) variablec. The ADF test in this
rcgard, however, is not as conclusive as in the case of other variablcs.
Idcally, onc should usc aggregate production data, including agriculture
and scrvice scctors but in the absence of reliable data cven on a quarterly
basis, wc arc constrained to use IIP, being fully awarc of the fact that
the share of industrial income in GDP is rclatively low. Furthcrmore,
to examine the sensitiveness of our excrcise to the usc of IIP as a scalc
variable, we experimented with the quarterly cstimatcs of GDP (at
1980-81 priccs) prepared by Burman et al (1983) and found that the
broad naturc of long term. relationships obtained - from the monthly IIP
serics rcmains invariant cven when quarterly GDP and relevant quarterly
variablcs arc uscd. Finally, the other determinant of nominal demand
for moncy is obviously pricc level, which is clearly an I(1) variable.
Since the price homogenicty of moncy demand function could not be
accepted at a desired level of confidence, we scitled for cstimating a
nominal moncy demand function. It may be pointed out that some of
the carlicr studics also uscd nominal moncy instcad or rcal moncy as
the relevant monctary aggregate in a money demand dunction (or inverted
moncy demand fuction) {scc Rangarajan-Arif (1990)]. Thercfore, the spefi-
ciation of long tcrm cquilibrium relationship that we are interested in
cstimating may bc wrilten as : :

log My = o + Bylog 1IP + Brlog WPI + B3YOS
Index of 1nduslrial Production

Wholesale Price Index
Yicld on Ordinary Sharcs.

where, 11P
WPl
YOS

i

i
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SECTION I

The Data

The sample period for our data is April 1982 to March 1991.
Although observations on all the variables were available till March 1992
we deliberately omitted them in our main samples so as to test the
stability of our results when more observations become available. In co-
~ integration relationship seasonal dummies were used although experiment
shows that rcsults do not change in a substantial manncr. All variables
except yield on ordinary shares (YOS) was used after log transformation.

Empirical Results : The unrestricted modcl

Hp @ Xy = AXe1 + A Xk + g+ B + Dy's, 0= 1, 2, ...T)
where Eq ... E; arc independent and identically distributed (i.i.d.) multi-
variate normal residuals with mean zero, D;’s are seasonal dummies and
X kt1 woome Xo are fixed were first fitted for the data. To begin with,
the X¢'s are four dimensional vectors of In(Mjp), In(IIP), In(WPI) and
YOS. Using the F test, we first decided upon the number of lags to
be used. The number of lags chosen was 9. To test the correctness
of lags so chosen we tested the residuals of the fitted model for normality
and autocorrelations. Bera-Jarque test of normality was employcd. The
results show that residuals pass the tests at rcasonable levels. On experi-
mentation, we also observed that residuals obtained from a model with
fewer lags could pass the normal ii.d. assumption about residuals but
not the F test for joint non-significance of higher lags (i.c. lags beiween
5 to 9) with some attendant risk of overfitting. We also took carc to
see as to what extent our results are sensitive to the proper specification
of unknown lags and we obscrve that our results are sufficiently robust
~in this respect.

For test of co-integration the reduced model under Hy : &t =
of® is fitted and the estimated eigen values dj's, the normalized eigen
vector v for the data set were calculated. The test statistics for cointegra-
tion cannot be rejected by the data. The estimated long term relationship

given by the normalised eigen vector corresponding to the largest eigen
valuc works out to

Ln (M) = 1.80 Ln(lIP) - 0.22 Ln (WPI) - 0.04 YOS

The ncgative sign of the price variable is rather uncxpected and led
us to scarch for another long-lcrm relationship that may exist amongst
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a subscl of the four variables. It is observed that if YOS is dropped
from the data sct and test for co-integration is applied to the 3-dimensio-
nal vector process (InMy, InlIP, InWPI), the test statistic shows that
these three variables arc not cointegrated. The estimated trace statistic
given in Tablc 5 bring out the point clearly. We have also tried to
find out whether My and IIP or My and WPI are co-intcgrated. The
results show that the answer is in the ncgative. However, it is observed
that cxistence of a co-integrating relationship between My, 1IP and YOS
can not be rejected at 5% lIevel although the trace statistics is only margi-
“nally significant at 1% level. Since the value of trace statistics are depen-
dent upon the number of lags chosen and it is statistically more desirable
to us¢c morc lags than Icss, we sctticd upon 12 lags for the vector auto-
rcgression on the basis of F-tests as stated above. The results of Bera-
Jarque test of normality as well as chi-squarc test of auto-correlations
of residuals obtained from this vector auto-regression arc reported in
Table 2. The cstimated cigen values and normalized cigen vector for
this three dimensional sct is reported in table 3. The graphs of original
data and also of cointegrating rclations corresponding (o the three cigen
valucs arc presented in Figure (1) and Figure (2). The test stitistics given
in Tablc 4 indicatc that presence of cxactly one cointegration vector
can not be rcjected by the data. Since the power of Johanscn’s test
of non co-intcgration declincs with more lags thrown in than actually
required, we experimented with much longer lag structurc and it is obscr-
ved that the value of the trace statistics-increascs substantially with higher
lags, thereby indicating that presence of cointegrating relationship is well
validated by the data. The cstimated long tcrm relationship, therefor,
works out 1o

Ln (M) = 1.62 Ln (IIP) - .05 YOS

Onc hcuristic way to cxamine the stability of the broad features of our
cstimated relationship is to cstimate the cointegrating relationship over
different sub-samples, which we tricd. The results obtaincd in this experi-
mentaion is quite cncouraging and gives confidence in our reported resul-
ts. When we include more observations from the financial year 1991-92
we find that between April 1991 and Scptember 1991 the results of
cpimcgration become somewhat weak, i.c., the p valuc of the trace sta-
tistics become around 10 to 20 per cent. This is understandable as the
qurcccdcmcd jump in WPI during the financial year 1991-92, coupled
with steep devaluation in rupee and simultancous slow-down in TP duc
to .str'mgcm monctary policy introduced to douse the inflationary poltcntial
bu:ldmg up in the cconomy forced the variables under study 1o move
away from the long term relationship so far exhibited by them. Noncthe-
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less, despite the policy intggvention, it is indeed surprising to note the
discernible tendency to revert back to the long term relationship when
the effect of unprecedented shocks has run its coursc. This cnablcs us
to claim that the relationship obtained by us is indecd long-term and
not merely a statistical artifact.

An error-correction model is then fited taking the lagged co-
integrating relationship as the error. In our crror-corrcction modcl we
also included inflation rate as measured by first diffcrence in log of
WPI ‘as well as changes in log gold prices as an additional cxplanatory
variable. This was donc to cxamine whether gold prices contain any
additional significant information about pricc movement and thercby
having a bearing on the current demand for money. Since gold is an
important saving instrument in India and is very often used as a hedge
against inflation, it is expccted that gold may be looked upon as an
alicmative assct for those holding idlc moncy [or spcculative purposcs.
The chosen crror-correction model confirms that hypothesis of significant
effect of changes in gold priccs on movement in. moncy demand. The

cocfficicnts of crror corrcction modcl finally cstimated is given in Table
6.

Finally, a comparison of forccasts of My based on crror-correction
modcl is comparcd with a univariatc Box-Jenkins forccasting modcl as
well as various formulations of partial adjustment model which has been
generally tricd in the Indian context. The results of this excrcise arc
given in Table 7 and Table 8. It is observed that crror-correction modcl
gives a better forccast than the univariate Box-Jenkins forccasting modcl
as wcll as various formulations of partial adjustment modct.

Interpretation of the result

The long term cstimated relationship shows that clasticity of narrow
moncy with respect 1o level of cconomic activity as measurcd by 1P
is around 1.62. Thc scmi-clasticity of demand for narrow moncy with
respect to yield on ordinary sharcs, as given by the long term relationship
estimated by us, is of the expected sign and thc magnitude of the coclfi-
cient is quitc large as compared to the cocfficicnt of opportunity cosl
of money variablc obtained in the carlicr estimatcd money demand func-
tions in India or in other countrics.

Our cxercise also throws light on the issuc of sources of prices
risc during the last decade. The fact that long term movement in
My is highly correlatcd with 1P which is a proxy for level of cconomic
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activity and YOS, and much more weakly with WPI and the fact that
the given data do not indicate presence of any long term relationships
between My, WPI or between M1, WPI and IIP strongly suggest that
thc growth in narrow moncy can not be held a causal determinant of
growth in prices. In other words a monetarist expianation of Indian infla-
tion is not empirically supported if My is taken as the relevant monctary

aggregalc.

Conculsion

Johansen’s method of estimating co-integrating vector shows the
exisicnce of a rcasonably stable money demand function for India with
yicld on ordinary sharcs cmerging as a good proxy for opprotunity cost
of narrow money. The principal source of change in money stock deman-
ded emanates from the changes in transaction level while a rise in opprotu-
nity cost of money, as expected, depresses the demand for money. An
crror correction model for money demand is identified and it is observed
that movements in gold prices docs have an impact on the level of
moncy demand in the short run. Our excrcise also sheds light on the
cmpirical relevance validity of the monetarist explanation of Indian infla-
tion during the cighties.
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Table 1: Augmented Dickey Fuller test

Variable Name Statistics Used D3
&
Their Values

Tu = -1.5616 4.92
Ln (WPD) A

Tu = 2.5046 3.49
Ln (IIP) A

Ty = -3.6729 6.9
YOS A

Tu = -1.5616 3.56
Ln (Mj3) A

T, = 42874 9.57

A

By = 4.266
INF. RATE A

Tu = -8.4104 36.90
Ln (GOLD) A

T“ = -1.0301 3.76

Tab. values at 5% : Ty = 2.8 T, = 345 @3 = 649

Table 2 : Bera-Jarque and Box-Pierce Statistics

DEP. VARIABLES Ln (Ml) Ln (IIP) YOS
11 : Chi Sq. ) 0.04 020 2.89
1) : Chi Sq. (12) 4.61 3.82 10.37
ChiSq. ( 20.01) = 4.61 T, = BeraJarque Statistic
Chi-Sq. (12,0.01) = 1855 T = Box-Pierce Statistic

Table 3 : Sq. Cononical Correlations and Cointegrating Vectors

(1 2) 3

SQ. CAN. CORRLNS : 0.001 0.120 0.234

Co-integrating Vectors (Normalised)

Ln (M1) 1 1 1
Ln (1IP) -1.47 -1.85 -1.62
YOS -0.02 -0.01 0.05
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Table 4: Test Statistics to Find Dimension of Cointegrating

Space (R)
Hy : ' “Trace Trace (Tabu- Trace (Tabu-
(Calculated) lated at 5%) lated at 1%)
R<or=2 ~ 00.05 8.08. 11.56
R<or=1 12.31 17.84° 21.96
R =0 . - 37.96 31.26 37.29

Table 5 : Trace Under the Hypothesis of no Cointegration

Combination of Trace Trace (Tabulated)
Variables (Calculated)
: At 5% LS. At 1% L.S.
Mi, WPI 9.56 ' 17.84 21.96
M;, 1IP 4.17 17.84 21.96
My, WPI, IIP 26.99 31.26 37.29
Mj, WPL, TIP & YGS 44 .43 4842 55.55

Table 6 : Error Correction Model

Dependent” Variable : 1st Difference of LN (Mp)

Explanatory LAGS Estimated  T-Stats. Other
Vartiables (in -Coefficients (Absolute) Statistics
1st DIF) “ |
Constant - 0.0287 0.0110 SEE = 0.0003
LN (IIP) 1 -0.6102 6.1001
‘ 2 -0.6243 6.1232 R> = 0.5936
3 -0.4807 4.6698
6 0.1127 3.1811
YOS 1 0.0328 30795 R 2 = 05381
3 0.0427 3.6799
LN (WPI) 3 -0.6238 1.9380 D.W. = 2.2649
LN (GOLD) 1 0.1248 1.6399
CR* 1 -0.3395 5.5776
4 0.2904 5.0737
5 0.0323 1.7068
6 0.1127 4.1389

CR, the comtegration relation corresponding largest cigen valuc is without any difference.
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Table 7: Forecast Performance of ECM
No. of One Step Ahead ACTUAL * Percentage Error
Obsns. Forecast Using
used - Box-Jenkins ECM
Box-Jenkins ECM
100 83495 84045 83088 0.49 1.15
101 ‘84573 84545 86185 -1.88 -1.91
102 87602 85424 86224 1.60 0.93
103 88139 88977 88704 -0.63 0.31
104 92336 88926 89358 3.33 -0.48
105 88913 80688 90028 -1.24 0.38
106 90666 91364 92857 -2.36 -1.61
107 95076 95553 92892 2.35 2.87
MAPE* 1.74 1.21
* Mecan Absolute Percentage Error.

Table 8 : Performance Statistics for Differ_'ent Models
Model SEE MAPE@ MIN# MAX#
ECM 0.0003 1.21 0.31 2.87
Box-Jenkin’s - 1.74 0.49 3.33
P-Adjustmént*

Modcls

1 0.0005 1.84 0.12 4.02
2 0.0005 2.09 0.75 5.06
3 0.000s 2.10 0.69 522

* The threc partial adjustment models are:

1. Ml (l)
3 My

f{(M; (-1), 1IP (1), YOS ()}
fiM; @-1), IP (1), WPI (1)}
f(M; -1, TIP (1), YOS (1), WPL (1)}

| T

(All the variables are in logarithm except YOS)

@ Mecan Absolute Percentage Errors (MAPE) for one step ahcad forecasts (out of sample)
are based on 8§ repetitions.

# Mimimum and maximum percentage errors (forecast) among 8 repetitions.
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Figure 3 : M1(ACTUAL & ESTIMATED)
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Footnotes

1.

2.

Sce Lucas (1976).

For example see Gupta (1987); The results of estimaicd money demand functions
given in the paper show that in many cases the estimated equations are characterised
by high R? and low D-W statistic, indicating the problem of non-cointegration.
Such a sitvation arises whenever lagged dependent variable is not taken as onc
of the regressor, as done in a partial adjustment framework.

See Phillips, P.C.B. (1986) for the rclevant results.
Some of the more important articles in this genre arc published in a special issuc
of Journal of Economic Dynamics and Control (1988). Also sce the spcudl issuc

of Oxford Bulletin of Economics and Statistics (1986).

For a Jucid discussion of the unit root problems in regression set up for univariate
time series data sce Dickey et al (1986).

Sce Cagan, P. (1956).
Sce Brahmananda, P.R. and others (1992).

These two concepts of stationary and their implications for economic data are
claborated in Nelson and Plosser (1982).
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BOOK REVIEWS

Why Developing Countries Fail to Develop, by P.N.
Mathur, MacMillan Academic and Professional Ltd, London,
1991, pp.XIX + 303,Price not given.

Economic paradigms like mercantalism, Neoclassical, Marxian ¢cono-
mics and the Drain thcory of Dadabhai Naoroji rose mainly as cfforts
1o cxplain the economic issucs faced by the creative cum dominant mino-
rity of thc moderm commercial industrial civilisation, but arc inadcquate
as cxplanations to understanding the cconomic plight of workers in the
colonies and dependencics. Thus modern macro economics has to depend
on a diffcrent paradigm of cconomic rcality. The book by P. N. Mathur,
on why dcvcloping countries fail to develop, attempts to c¢xaminc in
detail, whether the current *Country Centric’ theorics of development
need to be recast so as to incorporatce the causcs of change in the world
commodity prices as an integral part. The book is also an cffort to relieve
the developing cconomies from the strangle hold of ncoclassical calculus

and adopt the morc flexible input-output approach for cxplaining the
‘development dilemma’.

The pattern of development mainly available to the developing
countrics is through adaptations of the tcchnical know-how of devcloped
countries while creating the modem production facilitics, by installation
of capital cquipment as well as by creation of an industrial infrastructure.
This investment was mainly rendered possible by a recourse to finance
from international agencies and multinational firms. The investment is
of two typecs, one of the self-financing kind and the other where
rcpayments had to be made from the usual export camings of the country,
rather than from the camings of the production possibilities created. Theo-
rctically, the devcloping countrics should provide a substantial saving
in wage costs, which essentially leads onc to an analysis of the price
structure prevailing in the country. But it does not happen. The failure
of development in the post-1945 period is essentially because aid-based
development, with little of grant component, and with only limited techni-
cal transfcr would imply that a considcrable amount of surplus from
the modern scctor gets transferred to the industrialised world, and thus
not available for local savings and investment. To cnsure incrcase in
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forcign exchange availability, developing countries will havc. to increase
their exports, but given the narrow specialisation, prices of primary goods
will decline, and the wage rates will ‘decline "as a conscquence. The
wage rates cannot be easily raised to transform the pricc structure in
such a way that the modem techniques of producing agricultural goods
become economically feasible. Wages in a country should be less than
that in partner country which receives its exports to help sustain the
development process. But if the country in question is import dependent
with high wages, development dilemma becomes more acute.

The title of the book is bold and challenging; and Mathur in an
cnticingly titled ‘Meta Economics’, elucidates the fact that the country
centric cconomic analysis is not an illumination, but only Icads to ccono-
mic dogmatism if one attempts to theorisc without accounting for the
essential extra dimension of international constraints.

Tracing historically the developments of economies frem the tribal,
slave, feudal and mercantalist states, Mathur moves on to describe the
development of the industrial technology and places industrialisation in
a theoretical perspective. According to him, apart from the basic technolo-
gy, it is the presence of risk capital, cheap labour and a buoyant market
which has made industrial revolution a reality. Whilc British banks advan-
ced working capital, German and French ones encouraged the establish-
ment of complementary industries by risk distribution over a large num-
ber of industries. As industrialisation progressed and becamc more sophisti-
cated, the need for institutions which would guide the trends in develop-
ment was felt. Here Japancse ‘zaibatsu’ filled the nced. The Industrial
Corporates’ ‘zaibatsu’ with their forward and backward linkages designed
and led the course of the Japancse ecconomy. Even in the intcrnational
scene their operations protected the industrics from the vagarics of the
International price trends. With these cxpositions the author moves on
to classify developing cconomies. Though termed * illustrative’, this classi-
fication is precise and makes further theorising comprehensible.

'a) Labour constrained dual cconomics where the output of the traditio-
nal scctor is almost proportional to labour force remaining there.
This implies that with development of the rest of the economy, the
real wage ratc of agricultural workers will decrcase. A development
theory for these countries thercfore has to take cognisance of the
problem of providing sufficient foodgrains o the people and also
9!‘ the fact that risc in the pricc of foodgrains Icads 1o a loss of
international competitivencss. These problems get compounded when
onc rcalises that incrqasc in fongrain availability is linked to the



DEVELOPING COUNTRIES FAIL TO DEVELOP 69

availability of imported inputs like fertilisers which in tumn demands
- access to more forecign exchange.

b) In land contained economies like India and Egypt; the current tech-
niques of productions of agricultural output is not sufficient to
employ thc whole labour force. There is considerablc amount of
uncmployed- or underemployed labour force - which cannot be
employed in the formal sector; as the economy cannot produce suffi--
cient amount of wage goods to satisfy the extra demand that would
be gencrated. The dilemma of increasing wage goods supply, requi-
ring more imports and its consequences on the price structure making
exponts more costly and thus tending to reduce them, is a major
hindrance to the development of thesc economies. But by judicious
use of tariffs and subsidics these economics can be transformed into
being cxporters of manufactures.

¢} The colonial cconomies of Latin Amecerica arc the best illustrative
cxamples of forcign exchange constrained economies. These econo-
mics are susceptible to the gyrations of price level in intemationally
traded commoditics, conscquently leading to fluctuation in real wage
ratcs as well as employment levels.

d) Then again there is the group called sovercign cntities like Hongkong
and Singapore which serve as service centre and locations for offsho-
re assembly plants. -

¢) The oil cxporters, according to Mathur, have the best potential to
organise thcmsclves along the lines of Lewis development model.

Thus these cconomies, the author opines, display different types of produc-
tion structure, technology mixes and price structure; on interaction with
various intcmational agencics, there could therefore be with various and
diffcring implications for dcvelopment strategy for each of the types.

Delincating the determination of commuodity prices both diagrammati-
cally and mathcmatically, the author explains that the short term commo-
dity supply curve is of the standard varicty rising slowly with quantity
till it rcaches full capacity production after which it rises sharply. Its
height during its flatter portion depends on the real wage ratc and the
purchasing power parity of cumency for necessities. In countries having
chronic uncmployment this rcal wage ratc is at the subsistence level.
Short period fluctuations in commodity price can be cxplained as the
movement of the intersection with the demand curve oscillating with
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fluctuations in world economic activity. The elasticity of price with res-

~ pect lo cconomic activity as per the model will depenq on the gradient
of the supply curve, at the intersection. In the medium term period,
with the creation of new capacity, this curve keeps on shifting to the
right. But empirically, it has been inferred that the rate of ca;?acity crea-
tion is greater than that of the.increase of demand, making the intersection
of the demand curve move to the left and thereby decreasing the relative
price of commodities over time. As this process procecds, the rate of
capacity creation falters and the demand outstrips the capacity, which
in its tum moves the intersection point perceptibly up on the steep portion
of the supply curve. This completely changes the short tcrm econometric
relationship between commodity prices and world economic activity.

It also gives a favourable jolt to investment activity in commedity
production shifting the supply curve to the right and restoring the long
term price relationship.

Analysing the commodity price shocks and effects on world econo-
mics, the author establishes the fact that deterioration in tcrms of trade
. of the commodity exporting countries is a necessary consequence of the
international commodity market structure and organisation. Indicating that
the reversal of development in the 1980s in those countries was itself
a natural consequence of the way the world economy works, the author
makes a rather harsh judgment that in the current sct up continuation
- of poverty is a nccessary concomitant to export promotion. For, if during
the temporary supply stringency in commodity markets there is a decrcase
in poverty it is reimposed with a vengeance as soon as normalcy rcturns.
Also inherent in the devclopment strategy ‘which is dependent on long
term loans, is the compulsion to develop commodity exports. This triggers
a mechanism which keeps the commodity prices so low that poverty
1s a necessary requirement for development. Reinforcing this argument
is the Qiagrammatic representation which brings out the fact that cvery
dcvplopmg country which wants to speed up its development is required
to Increase its exports to acquirc foreign exchange. This in tum requires
that wages are at the subsistence level only, thus cnsuring that the price
structure rcmains uncompctitive,

. During the discourse on the macro economics of cconomic subordina-
tion a{ld drain, Mathur highlights the fact that in these ‘over populated
cou-nmcs' the problem is not onc of reducing numbers but of modemising
agriculure. But the wage goods constraints and inflation act as constraints

to the cffective implementation of any action programme that is proposcd
as a corrcction.
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Tracing the concept of scarcity value, through the different paradig-
ms of classical and ncoclassical convulsions, Mathur contends that the
concept of scarcity valuc is general and can be used in the context of
constraincd development. As the price system docs not necessarily reflect
thc opportunity cost, scarcity valucs would perhaps be the answer.

Discussing the nced for technological transformation both in industry
and agriculture scparately, the author concludes, that the burden of
making lcchnological transformation fcasible falls directly or indircctly
on the wagc ratc. Quoting the UN Study (1982, Kravis ct al), hc cxplains
that in low wagc countrics, the prices of wage goods arc lower, thus
limiting the successful modemisation of agriculturc.Besides,subsidisation
of agriculturc by other scctors docs not scem possible beyond a point.
While cxamining thc cconomics of technical transfer, he scems to caution
against the technical transfer if such a move imposcs upon the recipicnt
country a nced to cxport, for in this casc it would imply import of
technologics which often arc obsolcte, lcading to the phcnomenon of
furthcr lowering of wage ratcs.

While studying the question of subsidics and import controls, Mathur
cites the Indian cxample where the cross financing strategy has cnabled
the country 10 modemisc almost cvery branch of cconomic cndcavor.
But he feels that the rate of growth of the cconomy and industry has
been negligible ,nay dismal. Also inflation plagucs the cconomy such
that only its cure will open contours of the way forward. Only such
an exercisc will makc amends about the incfficient resource allocation
and Icad to the cstablishment of natural profitability in industrics. Further,
hc adviscs that it is betier to desist from incurring forcign debt cven
on concessional basis. From thc domestic side the removal of subsidics
would makc the labour cost more realistic. The cssential cure for the
ills of the developing countrics scems to lic in the cstablishment of
South-South common markets or cntering into multilatcral project based
partnership agreements. Treating forcign cxchange constrained cconomics
scparately, he indicates that import substitution can be adopted as a policy -
along with the crcation of somc sort of a Latin Amcrican payment systcm
with recpayment of the intcrest and capital in semi-convertible dollars
and calls for the revision of the Intcmational Bankrupicy law 10 imposc
limits on thc maximum amounts borrowcd.

To the targeled audicnce of the book as indicated by the author
- students and practioners intercsted in comprchending the working of
thc cconomy of under developed countrics in the context of international
trade, - it gives new insights into the developing countrics’ “development
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dilemma’. Since it is non-mathcmatical in its approach, the book appeals
to cvery body who is interesied in the dynamics of economic development

Processcs.

The theoretical basc of the book is cssentially from the UN study
of Kravis ct al of 1982, with the underlying framework bcing a Leonticl
type of input output analysis. Whilc this is uscful, it may not incorporate
dynamic programming to caplurc structural changes occurring in the pro-
cess of growth. :

Even though the author highlights the facts that price$ of intemnational-
ly traded non fucl commoditics ,of the agricultural and mining origin
incrcased by 60 per cent in 1973 and 20 per cent in 1974 (Pagc 104),
in a way promising to brcak ncw ground away [rom the usual analysis
of oil shocks, the chapter deals with them in a somcwhat -gencraliscd
fashion, Icaving onc with very little deeper understanding of the phenome-
na of commodity price increases. Case studics illustrating the experiences
of individual countrics could have been more informative.

Further, the title ‘Demographic Myth™ (PP 164) indicates that he
holds the traditional views about the issuc.  Agreed that population growth
is not the primary causc of low lcvel of living and gross incquitics
but it docs serve to intensify the problems of the developing world thus
ncceding scparatc trcatment in its -own mcril.

While analysing the aberrations likc inflation in Chapter 11, the
author could have analysed the weighted contribution of foodgrains to
WPI (PP 174) rather than adopt the simplistic proportions mcthod. For
a period of 24 years from 1966-67 to 1989-90 the inflation rate in India
worked out (o be only 8 per cent, notwithstanding the limited availability
of foodgrains and agricultural raw matcrials, the oil shocks and the huge
budgetary dceficits. Some of the statements about the progress of the
Indian Economy (PP 241) arc also 100 generalised . The Indian Economy
has moved away from the ‘Hindu Growth Raie’ of 3.5 per cent 10 a
new growth ratc of 5 per cent per annum during the cightics. And,
as various studics indicaic,this has been because of higher industrial
growth, and a higher than trend rate of cxpansion in agricultural output.
Yet the balance of payments position and fiscal balances showed detcriora-
tion in the latter half of the cightics, fed 1o a large cxient by cxternal
borrowings. The problem with the cvolving growth rate in India is not
so much on account of tied aid, as on account of absence of sustained
productivity and compclitive efficicncy. This issuc hardly figurcs in
Mathur’s account.
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The author’s preoccupation with the ‘need to expont® as the banc
of dcvcloping cconomies scems 1o brush aside other crucial structural
problems which confront developing countrics of the day. In this context
his prescriptions could well be severe in many cascs. Of course intcmatio-
nal cooperation is required to be on a more realistic basis and the ‘country
centric’ approach needs to be modified to include intcrmational dynamics
into its periphery. Here it is interesting to cite Patnaik who while expoun-
ding on the growth process of the Indian Economy, advocated trade
between different scctors of the cconomy so as to put it on the path
of sustaincd growth (EPW Annual Numbcer May 1987). This argument
gains weight when onc considers that by mid cightics the agricultural
sector which had carlier remained a nct cxponcr of producer goods had
tumcd a full circlc and became a net imponcer of both producer and

consumer goods with important implications [or the sizc of the home
market.

But these few obscrvations should not be taken to question the
merits of the book. Infact the book provides a ncw angle to the develop-
ment problems and would merit the consideration of academics and poli-
cy makers. Apart from being concisc and well written, jargons, both
cconomic and idcological,have been compilctely cschewed. It can be a
valuablc addition to thc literature on the analytical issucs on the ncw
international cconomic order.

Jaya Mohanty *

* Ms. Jaya Mohanty is Assistant Adviser, Internal Debt Management Cell.
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Principles and Practices of Value Added Tax—Lessons

for Developing Countries by Mahesh C. Purohit (National
Institute of Public Finance and Policy), Gayatri Publications,
New Delhi, 1993 pp. 235. .

This century is marked by fiscal innovations and experiments. The
Value Added Tax (VAT), a hybrid form of tax, is one such cpoch making
innovation. Though the parent-hood of VAT belongs to the industrialised
westen world, it has gradually gained wide acceptability in other parts
of the globe, especially in those countrics which have embarked on large
scale cconomic restructing process. Nevertheless, it is yet to get sufficient
popularity and has remained virtually uncxploited in the developing world
apprently due to limited understanding and highly intricate character of
the system. Although the litcrature on VAT is wide (secc works of Alan
A. Tait, 1988 and Hcnry J. Aaron (ed) 1981, IMF, 1991), discussions
in the context of developing countrics are conspicous by their limited
coverage. Professor Mahesh C Purohit’s work, "Principles and Practices
of Valuc Added Tax - Lessons for Developing Countrics” would fill
up this vaccum. The book, which runs into cight chapters, is an invalua-
ble educative picce on VAT, more specifically in the context of develo-
ping countrics. ' '

The introductory chapter unravels the historical evolution and basic
characteristics of VAT. The gencsis of VAT is traced as far back as
the writings of F. Von Sicmens who in 1918 propounded it as a altcma-
tive for the German tumover tax. However, France was the first country
to introduce VAT in 1954. As of day, more than 60 countrics in Europe,
Latin Amcrica, Asia and Africa have ecmbraced VAT as the principal
corc of the tax systcm.

As dcfined in the book, VAT is a mulii-stage sales tax levied, as
a proportion of the value added, at cach stage of production and distribu-
tion process. The hallmark of VAT is its cqually intensive coverage
of services. The rapid acceptability of the VAT is attributed to its inhcrent
qualitics like revenuc buoyancy, neutrality, allocative and administrative
efficiency and (ransparency. Revenue buoyancy stemmed from the fact
it is a morc rcliable altermative resource-source in countrics that have
limited income tax basc. Being a consumption tax, ncutrality means being
ncutral to the choice of technique by the producers. Therefore, it ensurcs
cfficicncy in the allocation of rcsources. Administratively, VAT provides
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an opportunity to sweep away the cobwebs and revamp a substantial
part of tax administration. The transparency provides limited scope for

tax evasion under VAT.

_There are three specific variants of VAT viz., gross product variant,
income variant and consumpfion variant, depending upon the economic
basc on which VAT is imposed. The economic base of product variant
is equivalent to Gross National Product while that of income variant
is Net National Product. Total private consumption forms the economic
base for the consumption variant. The differences in approaches entail
methodological variation in the estimation of value added, the ultimate
economic basec to impose VAT. Accordingly, the three alternative
methods adopted in the computation are addition method, substraction
method and tax credit method. Under the addition method (or income
approach), value added is estimated by summing up all the element of
value addition such as wages, profits, rent and interest. The substraction
method (or product approach) estimates value added by taking the differen-
cc between the output and input. The substraction method, has again
got threc different variants viz. direct substraction method, intcrmediate
substraction method and indirect substraction method. Direct substraction
method is equivalent to a business transfer tax whereby tax is levied
on the difference between the aggregate tax-exclusive value of sales and
aggregate tax-exclusive value of purchases. Intermediate substraction
method is based on deduction of the aggregate tax-inclusive value of
purchases from the aggregate tax-inclusive value of sales and taxing on
the difference. The indirect substraction method entails deduction of tax
on inputs from tax on sales for each tax period. The indirect substraction
method which is also known as tax credit method or invoice method
is the most commonly used VAT system today.

Chapter two is an illustration of the economic effects of the VAT.
A unique feature of VAT is its direct influence on the economic variables
like savings, investment, employment, distribution, and prices. Therefore,
the economic effects of VAT can be broadly categorised into price effect,
distribution and growth effects. The experiences of VAT countries reveal
that VAT's influence on prices depends upon whether it is a new tax
or a substitute for the existing tax. By and large, the inflationary effect
of VAT. is determined by the elasticity of demand and supply of the
commodity concemed. The distributional effect, which refers 1o the inci-
dence and equity aspects of the tax, however, is conditioned by the
possibility of tax shifting by the producers. Generally, firms with monopso-
ny market situation for factors or inputs would shift VAT backward,
although the extend of such shifting is limited by supply and demand
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clasticities. As regards progressivity or regressivity of VAT is concerned,
factors like excmptions, zero ratings and other compensatory features
have larger influences. VAT also ensures equity by giving sufficient provi-
sions for exemptions and concessions. Coming to the growth cffect, being
tax on consumption, VAT helps to promotc frugality and thereby accele-
rate the saving ratio. Since capital goods and depreciation on capital
arc exempt under VAT, it would boost investment and growth.

The sequence of discussion then goes (o an analysis of the structure
of VAT. Here the author touches upon arcas likc structure of tax rates,
coverage and exemptions, drawing heavily upon the experiences of VAT
countrics. Regarding the rate structure, most countrics have a three to
four-ticr ratc VAT system. The normal rate (called general or standard
raic) applics to all transactions excluding thc exempted items. In order
to reduce the burden of the poor, there are provisions for low tax rate
on commoditics that arc used more by the lower income groups. At

the same time, high rates are applied to luxurics to make the tax more
progressive.

As regards coverage, in practice, VAT is imposed at manufacture
level, wholesale and rctail levels. Wholesale VAT is considered superior
to a manufacture because it is closer to the consumer and takes carc
of thc value added from manufactures to wholesaler. However, VAT,
at rctail level, extending across all the retailcrs, is considercd to be the
most preferred one, since economic distortion and administrative complexi-
tics are conspicuous by their absence in the retail VAT. In the case
of VAT on services, two approaches arc applicd such as, the integrated
approach and sclcctive approach. While under the former all- the scrvices
arc taxed except those specifically exempted, under the later some stipula-
ted services arc singled out for taxation. The integrated approach is pre-
valent in countrics that have adopted VAT at manufacturing level.

As in the casc of other system of tax, VAT suffers from certain
inhcrent weakness of hcterogeinity - in tax rates and exemptions which
result, in fiscal (ronticrs and scgmentation of markets within an economic
cntity. Harmonization of VAT, therefore, is a desired panacea. In chapter
four, the author makes a case for tax hammonization quoting the experien-
ces of the Europcan Community. Size-wise and in terms of value addi-
tion, th¢ EEC constitutes the largest market in the industrialised world.
Howcver, owing to wide tax differential among the constituents, the EEC
remaincd highly fragmented and as a result, it has lost ground against
thc more integrated markcts of the USA and Japan in terms of growih
of demand, output and trade. The unified market of EC, beginning from

r
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January 1993, has been designed not only to rcap thc advantages of
cconomies of scale but also to meet the challenge from the other emer-
ging trade blocks. The mcssage conveyed is the urgency on the pan
of other outward looking developing countrics for restructuring and ratio-
nalisation of their tax system to copc with the changing scenario of

globalisation of world trade.

The success of any tax systcm rests upon its sound administration,
for in its absence, the imposition of a tax dcfeats its very cannon of
cquity. It is all the more significant in respect of VAT, because any
administrative lapsc would result in a situation in which full payment
of tax is made by thosec who cannot avoid. it. Chapter five, therefore,
is devoted to a comprehensive description on the managerial aspects of
VAT. The cntire process of administration of VAT involves registration
of dcalers, submission of rcturns, assessmenis and paymcnts of tax by
registered dealers. Registration is considered as the ‘alpha and omega’
of VAT management and it is compulsory on every taxpayer to register
with thc VAT departiment. However, most of the countrics prescribe an
excmption threshold, which would not only kecp the number of registered
traders within manageable. proportion but would also reduce thc compli-
ancc cost of dealers. Regarding submission of rcturns, registered dealers
have a declarative obligation to submit a retum showing their tumover
as well as gross and net VAT liability. Many of the countrics in Europe
rcquirc a monthly retum' though in some countrics there is a provision
of an annual rctum. The dealers get the credit for VAT payment on
their inputs when the retum is submitted and tax paid by them.

For a grcater understanding of the working of VAT, the author
presents a narrative explanation of its management through a case study
of France, one of the most successful countrics in thc administration
of VAT. The management of VAT in France commences with the com-
pulsory registration of dcalers. The accounting practice pursucd is that
the larger dealers come under the actual assessment system, the middle-
sizc dealers fall under the simplified taxation system and small dealer
is assessed according to notional system. A special fcature of the manage-
ment of VAT in France is its trcatment of small dealers and small far-
mers, the arcas which have special relevance for backward cconomics.
For small dealers, a comprehensive scheme of Iumpsum taxation (forfcit)
is adopted whereas a simplifed system, called Regime Specifique dc Agri-
culturc (RSA) is applied to small farmers.

An cfficient management information system (MIS) is a pre-requisite
for an cffective administration of VAT. MIS cnables sound cvaluation
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of. tax policy and correct appraisal of altcrnative policy mcasurcs. The
reliable statistical information which is the comerstonc of an cfficicnt
MIS provides invaluable help in deriving insights into important faccls
of the cconomy also. '

The final Chapter is dovetailed to place an agenda for tax rcforms
in those devcloping countries that are yet to adopt VAT on a {ulfledged
scale. The author suggests that these countrics should dcvelop feasible
design and structurc of VAT to integratc it into their respective tax
systems and cconomics for which they can heavily drawn upon the cxpe-
ricnces of the VAT countrics. The system cvolved in these countrics
should be within the framcwork of growll}, cquity and stability, among
other things.

For countrics like India, keeping in view the overall fiscal structure
and rccognizing the federal constraints, the author suggests a package
of reforms which arc to be attempted at two stages viz., ’immediate
run’ initially, and then the ‘medium-run’. The immediaic-run rcforms,
which arc intended to pave the way for the major reforms in the medium
run, include reduction in the number of rates and harmonisation of cxcise
and sales tax system. The mecdium-term rcforms necessilale two major
policy changes viz. adoption of VAT and broadecning the tax basc. The
adoption of VAT at Central level is to substilulc union cxcisc dutics,
and at State level to replace States’ sales tax. The broadening of tax
base could be achicved by bringing scrvices under tax nct. The Modified
Valuc - Added . Taxation (MODVAT) practiced in India sincc 1986, is
appreciated as a sitcp towards adopting a fulfledged VAT.

Thus, the worthfullness of the book under review is manifold. Apant
from being an illustrative reference, it gives a comprchensive account
of the inherent weakness of the exisling tax system in the developing
countrics. The mcssage of the book is that VAT must bc a long term
solution to the distorted tax system in such countrics for which a sct
of agenda has been put forward. The mcasures suggested in the book
howcver, have alrcady found their place in the reports of the Tax Rcforms
Committce constituted by the Govemnment of India under the chaiman-
ship of Professor Raja J. Chelliah. In fact, the major plank of the strategy
suggested by the Committee in its Final Report is an exhaustive coverage
of the cxisting Modificd Value Added Tax (MODVAT) as thc immediate
step and, hence afler, swilching over to a fulfledged VAT. Thus VAT
has gaincd as thc most-preferred alternative system of taxation in the
Indian context. However, complecency should not rule over hard realitics.
First of all, VAT is a highly complex tax system and for that matter
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the successful implementation necessitates a viable and cfficient admi-
nistrative machincry which India lacks. In the absence of a sound admi-
nistrative machinery, VAT should be highly succeptible to mismanage-
.ment and large scale cvasion. As illustrated in thc book itself, even
in the casc of succcssful countries like France, there exists a fair amount
of tax cvasion under VAT becausc of the operation of parallel economy
(p. 166). Sccondly, as studics have shown, to achicve the best result
from VAT, thc tax should provide very few cxcmptions, zero rating
only for exports and there should be only onc or atmost two rates (Alan
A Tait (cd), Valuc Added Tax : Administrative and Policy Issucs, IMF
Occasional Paper No. 88). In this context, the successful implementation
of VAT in India would largely depend upon the capability of tax machi-
nery 10 cover the informal sector where large scale clandestine manufactu-
ring aclivitics takc placc to avoid tax payments. At the same time, it
is cqually important to protcct the low income petty traders and marginal
farmers of the informal scctor on cquity grounds. Thirdly, as reports
have shown (ibid), to make VAT anti-inflationary, a tight monctary policy
is presupposced. This tradc-off may, howevcer, defcat revenuc buoyancy
sincc credit squecze would affcect industrial growth in developing
countries like India. Finally, another question that needs to be attended
to in the Indian context is the horizontal equity and resource transfer
from the Centre under VAT. This issue should be reviewed from the
possible weak points along the full stretch of VAT implementation pro-
cess. For instance, tax compliance would be morc cffcctive in respect
~of VAT at manufacturing stage since refund of tax paid on inputs necessi-
lates it. On the contrary, tax evasion can bc quite possible at wholesale
as well as retail Icvels causing incffeciencics in resource flows to State
governments. In such an eventuality, the Statcs where the value addition
process is heavily concentrated will be the major bencficiarics, while
the States that gain tax sharc out of sales will be the loosers. This
issuc will be all the more significant in the years to come when tax
proceeds would form the major plank of federal financial transfers from
the Centre. In short, in the context of developing countrics like India,
the above issues nced to be adequately addressed before embarking on
a fulfledged VAT.
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