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Abstract 

 

This paper examined the operation of credit channel of monetary policy rate 
transmission in India during the post-LAF period of 2001:3 to 2011:3. Drawing on the 
literature, two reduced form equations, one representing nominal bank credit and the 
other real bank credit was estimated. The regression estimates were carried out after 
transforming the variables to stationary form and following an approach similar to 
Hendry’s general-to-specific method. Stability and structural break tests were 
performed, and rolling regressions were estimated to confirmed robustness of the 
results. 

It finds that, besides the positive influence of economic activity on bank 
credit, policy induced expansion or contraction in deposit or money supply makes 
banks to adjust their credit portfolio correspondingly. Importantly, the credit channel 
of monetary transmission is found to be significant and robust. Specifically, the 
transmission of policy rate to nominal or real bank credit growth takes about seven 
months over the full sample period as well as across various sub-sample periods. 
Over the full sample period, 100 basis points increase in policy rate was found to 
reduce the annualised growth in nominal and real bank credit by 2.78 per cent and 
2.17 per cent, respectively.  However, a decline in the magnitude of the impact of 
policy interest rate on bank credit has been observed during the post global financial 
crisis period.  
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Introduction 

Monetary policy framework in India has undergone a significant shift, 

particularly with the adoption of liquidity adjustment facility (LAF) as the operating 

procedure of monetary policy. Consequently, since the beginning of the 2000s, 

change in policy interest rate has occupied the central role in signaling the stance of 

monetary policy. Needless to say, the effectiveness of this interest rate signals in the 

achievement of ultimate monetary policy objectives of growth with price and financial 

stability would depend on how the signals are transmitted through the financial 

system and the economy, and how businesses and households react. In general, 

there are mainly four transmission channels of monetary policy, viz., commercial 

interest rates, asset prices, the exchange rate and expectations. Among these, the 

commercial interest rate is often the main channel of transmission. In this channel, 

change in policy interest rate affects the deposits and lending rates of financial 

institutions, and alters the spending and investment decisions of households and 

businesses, and consequently inflation and growth.  

In view of the increasing role assigned to interest rate as the monetary policy 

instrument, this piece attempts to explore whether the credit channel of transmission 

of policy rate in India is effective and what has been the lag in transmission. Drawing 

on the theoretical literature, two reduced form equations are derived based on which 

the regression equations are estimated after examining the time series properties of 

the variables and converting them to stationary form. Specifically, controlling for 

other determinants, we estimate the lag impact of policy rate on nominal and real 

bank credit following an approach similar to Hendry’s general-to-specific method. 

The consistency and robustness of the estimated equation in terms of lag structure 



of the variables across sub-sample periods are then confirmed by conducting 

structural break tests and employing rolling regression technique. 

The rest of the paper is organised as in the following. Section I is a review of 

the literature briefly listing out the approaches and some of the empirical findings. 

The model specification is spelled out in Section II. Section III explains the series to 

be used and analyses their properties. The empirical results are analysed in section 

IV. The final section provides the concluding remarks.  

Section I. Review of Literature 

In the literature, the effectiveness of monetary policy on bank lending is 

founded on the premise that i) there are borrowers who are dependent on banks and 

ii) monetary policy directly affects willingness of banks to lend. The existence of 

borrowers dependent on banks is derived from the theory of credit market 

imperfections. For instance, small firms are less informed of credit conditions and 

have lesser array of financing options than large firms. Thus, the dependence of 

small firms on bank credit is more than that of large firms (Diamond, 1984; Marsh, 

1982). Consequently, empirical analysis on demand for bank credit is often carried 

out by differentiating the credit behavior of small and large firms. Empirically, small 

firms are found to be much more severely affected by monetary tightening than large 

firms as they have less access to bank and non-bank external finance (Gertler and 

Gilchrist, 1994; Oliner and Rudebusch, 1994). 

Monetary policy affecting willingness of banks to lend is examined either by 

analysing the portfolio adjustment behavior of banks or the impact on price and non-

price term of lending of banks. With regard to portfolio adjustment behavior, the 

hypothesis is that monetary policy changes alter the bank transactions deposits or 

core deposits, which after some lags lead to decline in bank loans (Bernanke and 



Blinder, 1992: Romer and Romer, 1990). However, the empirical evidence on 

monetary policy tightening affecting bank portfolio behavior, and then lending, has 

not been unambiguous. For instance, Gertler and Gilchrist (1993) examining from the 

point of view of demand for loan by small and large firms find that monetary 

tightening has no effect on business lending. In contrast, examining the lending or 

supply of credit of small and large banks, Kashyap and Stein (1995) find that 

monetary policy tightening affects the lending of small banks, but not the lending by 

large banks. These conflicting results could follow as banks balance sheets approach 

contain no information about impact of rate changes on new loans, besides the  

possibility that change in balance sheet is due to factors such as non-performing 

loans rather than  having to do anything with monetary policy. 

Thus, monetary policy impact on bank lending is also analysed by examining 

the role of price and non-price term in bank lending. Under this approach there are 

two explanations on the bank credit channel of monetary transmission viz., lending 

view and credit rationing. According to lending view, when there is policy tightening, 

the volume of new loan should decline and loan rates should rise relative to market 

rates. In contrast, credit rationing theory suggest that the decline in volume on new 

loan following monetary policy tightening should be accompanied by bank loan rates 

increasing less than the market rate.   

In the Indian context, there are some empirical studies showing the 

existence of bank lending channel of monetary policy. Pandit et. al (2006) using a 

VAR framework on quarterly panel data of banks for the period 1997 to 2002 find 

that the changes in cash reserve ratio (CRR) and the Bank Rate get transmitted to 

bank lending channel, with the impact being far more severe on small banks than 

large banks.  Similarly, Virmani (undated) using a VAR framework for the period April 



1992 to March 2002 also finds the evidence of change in monetary base getting 

transmitted to credit channel. These studies, however, pertain to pre-LAF period with 

change in monetary base as the main policy instruments. 

For the post-LAF period of the 2000s, Bhaumik et. al (2010) using annual 

panel data of banks for 2000 to 2007 examined the implications of bank ownership 

on transmission of monetary policy to supply of bank credit. They find that there are 

considerable differences in the reactions to monetary policy initiatives of various 

banks differentiated by ownership pattern. These reactions are also influenced by 

the surplus or deficit liquidity conditions, with bank lending channel of monetary 

policy transmission being more effective under deficit condition than under surplus 

condition. However, instead of repo or reverse repo rate, the study considered the 

prime lending rates announced by the individual banks as the monetary policy 

interest rate. 

More recently, Pandit and Vashisht (2011) examined the transmission of 

policy rate viz., repo rate from the perspective of demand for bank credit in India. 

Using monthly data during January 2001 to August 2010 in a panel framework of 

seven emerging market economies including India they find change in policy interest 

rate to be an important determinant of firm’s demand for bank credit. Thus, they 

conclude that monetary policy is an important countercyclical tool for setting the pace 

of economic activity in India.  

In our present context, the credit channel of transmission of monetary policy 

is examined under equilibrium condition of demand and supply of credit at an 

aggregated level of all banks. Unlike Pandit and Vashisht (2011) who considered 

repo rate as the policy rate, we consider the weighted call rate as the proxy for policy 

rate. This is because in India the effective policy rate had alternated between repo 



and reverse repo rate depending upon the deficit or surplus liquidity conditions. 

Therefore, it would be incorrect to consider repo rate alone as the policy rate. 

Weighted call rate, on the other hand, had mostly hugged the effective policy rate 

between the repo and reverse repo rate as the liquidity situation changed. Further, 

our focus is more on identifying the lag at which the change in policy interest rate 

gets transmitted to bank credit channel and robustness of that lag.  

Section II. Model Specification 

The model is an eclectic adaptation of the Ehrmann et. al (2001), which 

draws on the model of Bernanke and Blinder (1988), and Kashyap and Stein (1995). 

The supply of bank credit (Cj
s) is defined as a function of the available amount of 

deposits (D) or money (M), nominal interest rate on credit (r) and directly the 

monetary policy rate (i). This direct impact of policy rate on supply of bank credit 

arises as it is assumed that either bank uses the interbank market to finance their 

loans or follows mark-up pricing that deposit rates are passed on to lending rates. 

Thus, loan supply is given by, 

Cj
s = α1D + α2r + α3i      (1) 

In Ehrmann et. al (2001), it is assumed that the dependence of banks on 

deposits for supply of loan depends on the size or liquidity of a bank. In particular, 

the lower the size or liquidity of a bank the smaller is the impact of change in 

deposits on supply of credit. In our case, for simplicity, we assume that the 

dependence of bank credit on deposit is homogenous across banks and, therefore, 

size neutral.  This assumption has been made for the sake of simplification so that 

the impact of monetary policy on bank credit could be analysed at the aggregated 

level of all banks.  



The demand for bank credit (Cj
d) which a bank faces depends on real 

economic activity (Y), price level (P), nominal interest rate on credit (r) and nominal 

exchange rate (e) as, 

Cj
d = α4Y + α5P + α6r + α7e     (2) 

Real economic activity is assumed to have a positive impact on demand for 

loan, while nominal interest rate has a negative impact. It is assumed that the 

interest rate elasticity of demand for credit is independent of bank size. Inflation can 

either have a positive or a negative impact on credit demand. When firms make use 

of both money and bank loans for working capital finance, high inflation penalises 

money holding and makes bank loans more attractive. On the other hand, high 

inflation by reducing productivity and reducing demand for labour lowers the demand 

for bank credit by firms (Cukierman and Hercowitz, 1989). The impact of nominal 

exchange rate on credit demand can also be either negative or positive. An 

exchange rate appreciation by increasing the relative return on external financial 

assets over investment in real domestic assets can reduce financing gap and 

demand for bank credit. On the other hand, credit demand could increase due to 

exchange appreciation to finance acquisition of the more attractive external financial 

assets (Vera, 2003). 

 The nominal interest rate on credit is then assumed to be affected by 

change in policy interest rate with some lags. Thus, 

r = α8i        (3) 

Combining (1) to (3) under the equilibrium condition of demand and supply 

for bank credit, we arrive at the following reduced form equation,  

Ct = β0 + β1Yt + β2Dt + β3Pt + β4et + β5it + εt    (4) 

Where we define the variables as in the following 



Ct  = Nominal bank credit in period t 

Yt  = Level of real economic activity in period t 

Dt = Nominal bank deposits or money supply in period t 

Pt = Price in period t 

et = Nominal exchange rate in period t 

it =  Central bank nominal policy rate at time t 

εt = Error term in period t 

Equation (5) is essentially a reduced form equation of supply for aggregate 

bank credit, but augmented with variables determining demand for bank credit. 

These demand determining variables have been included in order to control for 

demand shocks so that cyclical movements in credit is captured and the impact of 

monetary policy component of interest changes on supply of bank credit is isolated 

(Kashyap and Stein, 1995).   

In equation (5), all the variables are in nominal term, except the real income 

variable. This follows from the segregation of nominal income variable into its price 

and real components to distinguish between the price and income elasticity of bank 

credit. This is the most common practice in the literature where, following Bernanke 

and Blinder (1988) and Kashyap and Stein (1995), the estimation of bank credit 

channel of monetary policy transmission is carried out using nominal variables1.  

Few studies, however, estimate demand/supply of bank credit in real terms 

using real explanatory variables. But, they still continue to use policy interest rate in 

nominal terms (e.g., Farinha & Margues, 2002; Pandit & Vashisht, 2011). One 

important reason for using nominal interest rate while other variables are in real 

                                            
1 It may be argued that segregation of the nominal income into its real and price component may give 
rise to problem of endogeneity among the explanatory variables. But, this segregation, as mentioned, 
is not only a common practice in the literature, but also enables identifying the difference in the size of 
elasticity between income and price.     



terms follows from the difficultly in constructing an expected inflation series. 

Consequently, real interest rate which is defined as nominal interest rate minus 

expected inflation rate is not easily derivable.  Thus, following the practice in the 

literature, in addition to (4), we also derive a reduce form equation in real terms, 

except for the policy rate which continues to be in nominal terms as2,  

RCt = γ0 + γ1Yt + γ2RDt + γ3ret + γ5it + εt     (5) 

Where we define the variables as in the following 

RCt  = Real bank credit in period t 

Yt  = Level of real economic activity in period t 

RDt =Real bank deposits or money supply in period t 

ret = Real exchange rate in period t 

it =Central bank nominal policy rate at time t 

εt =Error term in period t 

In the following, in order to establish the robustness of credit channel of 

monetary policy rate transmission in India, we, therefore, estimate two models: i) 

Model I, represented by reduced form equation (4); and ii) Model II, represented by 

equation (5). 

Section III. Data and Properties 

The data used in this study are of monthly frequencies for the period 2001:3 

to 2011:3 culled out from Real Time Handbook of Statistics on Indian Economy, 

Reserve Bank of India. Essentially, we capture the period since the introduction of 

Liquidity Adjustment Facility (LAF) as the operating procedure of monetary policy, 

when interest rate became the main monetary policy signaling instrument. Even 

though data are available beyond March 2011, we do not consider them as recent 

                                            
2 By considering the variables in real term and removing price variable from the explanatory variables, 
it also removes the problem arising from possible endogeneity between income and price variable. 



trend suggest that they are likely to undergo substantial changes, particularly the 

index of industrial production (IIP) and wholesale price index (WPI). 

Nominal bank credit (C) is the total non-food credit of scheduled commercial 

banks. As GDP data are not available at monthly frequencies, we have considered 

IIP as proxy for real economic activity. Price is measured by WPI. Exchange rate is 

measured by 36-country trade weighted nominal effective exchange rate (NEER). 

Nominal deposit (DEP) includes all types of deposits of scheduled commercial 

banks, while nominal money supply is measured by broad money measure (M3). 

Weighted average call rate (CallR) is used as proxy for policy rate, as it has tended 

to hug the effective policy rate – repo rate or reverse repo rate – depending upon the 

liquidity condition. To arrive at the real bank credit (RC), real deposit (RDEP) and 

real money supply (RM3), the corresponding nominal series were deflated by WPI. 

For real exchange rate, 36-country trade weighted real effective exchange rate 

(REER) has been considered. 

All the variables are converted to natural logarithm. They have not been 

seasonally adjusted in order to capture the information containing in their seasonal 

behavior. In India, credit demand has a clear seasonal pattern and monetary policy 

is adapted to the need of this seasonality in credit demand. Therefore, de-

seasonalising of the variables will lead to significant loss of information. 

Unit Roots Tests 

The ADF and PP tests results presented in table-1 reveal the following. 

Credit, deposit and money supply, both in nominal and real terms, viz., C, RC, DEP, 

RDEP, M3 and RM3,  are all unambiguously non-stationary. On the other hand, call 

rate (CallR) and both nominal and real effective exchange rate (NEER and REER) 

are stationary. With regard to index of industrial production (IIP) and price (WPI), the 



two tests show contradictory results, but unambiguously stationary in first difference 

form.  

Table 1: Unit Root Tests 
Variable (X)  ADF     PP 
   ---------------------------   --------------------------- 
   Log X  ΔLog X  Log X  ΔLog X 
LC   -0.87  -3.50(t)*  -1.95(t) -11.68* 
LRC   -0.53  -11.58*  -0.54  -11.64* 
LIIP   -1.78(t) -3.75*   -8.87(t)* -31.53*  
LWPI   -4.71(t)* -5.58*   -2.71(t) -8.14*  
LDEP   -2.16(t) -12.45*  -1.95(t) -12.71*  
LRDEP  -2.06(t) -11.31*  -2.08(t) -11.31*  
LM3   -1.85(t) -10.82*  -1.67(t) -10.99* 
LRM3   -0.11  -9.79*   -0.12  -9.79* 
LCallR  -4.64*  -10.8*   -4.59*  -28.38* 
LNEER  -3.64*  -8.62*   -3.64*  -13.63* 
LREER  -3.06** -8.39*   -3.13** -12.48* 
Notes: * denote significance at 1 per cent level. The lag length in the ADF tests was chosen based on 
Schwarz Bayesian Criterion (SBC) with maximum lag set at 11, being monthly data. ‘t’ in the parentheses 
indicate inclusion of a trend component in the estimates, which was based on its statistical significance in the 
equation.  

 
Unit root tests thus reveal that residual based cointegration analysis cannot 

be carried out, as they are not integrated of the same order. On the other hand, OLS 

regression in level form will be spurious as most of the variables are non-stationary. 

Thus, we estimate the regressions for the two models in first difference or growth 

form, except call rate, which are all stationary, and therefore, will not be spurious. In 

other words, the regression equations for the two models, respectively, take the 

following forms. 

∆logCt = β0 + β1∆logIIPt + β2∆logDEPt + β3∆logWPIt + β4∆logNEERt + β5logCallRt +εt (6) 

∆logRCt = γ0 + γ1∆logIIPt + γ2∆logRDEPt + γ3∆logREERt + γ4logCallRt +εt   (7) 

 

Section IV. Empirical Results 

Regression Results  

In estimating the regression, we followed an approach similar to Hendry’s 

general-to-specific method. First, the maximum lag length of the variables was set at 



11, as they are growth rates of monthly frequency data. The statistically non-

significant lags were then progressively excluded from the regression3. For 

robustness test of the models, we estimated two alternative equations for each of the 

two models by substituting deposit growth and money supply growth variables 

interchangeably, while keeping all other variables the same. No substantial change 

in the results between the two alternatives was found. The estimated regression 

results with deposit growth as the alternative variable for the two models are 

presented in table-2.4  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                            
3 Estimated correlation coefficients between the explanatory variables revealed weak correlations 
between them ranging from 0.00 to 0.20 and were not statistically significant in almost all at the 5.0 
per cent critical level. 
4 All the following reported results in the main text pertain to deposit growth, while all the other remaining results 
are presented in the Annex. 
 



Table-2:  Regression Results and Diagnostic Tests 
Variable    Model I   Model II  
     (Nominal Credit)  (Real Credit)  
Constant    0.033    0.022    
     (7.44)*   (5.1)*    
DLIIP     0.13    0.14    

(8.96)*   (8.7)*    
DLWPI(-1)    -0.45    

(-3.41)* 
DLWPI(-9)    -0.55 
     (-4.3)* 
DLNDEP    0.75 
     (11.8)* 
DLRDEP        0.83    
         (12.9)*   
LNCall(-7)    -0.013    -0.01 
     (-5.54)*   (-4.1)* 
DLNEER(-9)    -0.15 
     (-4.1)* 
DLREER(-9)        -0.14    
         (-3.8)*    
DUM1     0.034    0.03    
     (6.53)*   (5.82)*   
DUM2     -0.02    -0.02    
     (-4.43)*   (-4.27)*   
R-bar Square   0.78    0.78    
D-W statistics   1.71    1.72  
BG LM Test (F-statistic)  1.07    1.53 

 (0.4)    (0.11) 
Jarque-Bera    1.26    2.14 
     (0.53)    (0.34) 
Heteroskedasticity Test (BPG) 1.14    1.02 
     (0.35)    (0.42) 
Note: Two dummy variables, DUM1 and DUM2, were included in the regressions to remove large 
positive and negative outliers in the residuals of the estimates, respectively. DUM1=1 for 2002:5, 
2003:10 and 2004:10, and zero otherwise, while DUM2 = 1 for 2003:5, 2008:12, 2009:11 and 2010:7, 
and zero otherwise; Figure in parentheses is the value of t-statistics; * denotes significance at 1 per 
cent critical level. BG LM test is for 15 lags. 

 
 

It can be seen that both the models have reasonably high explanatory power 

(R-bar square of 0.78 each), does not suffer from serial correlation (D-W statistics of 

1.71 and 1.72) and satisfy the basic statistical diagnostics [F-statistics 50.1(0.00) and 

66.4(0.00)]. Further diagnostic tests reveal that the estimates satisfy normality and 

heteroskedasticity conditions, and there is no serial correlation problem at longer 

lags. 



Higher growth in industrial production or economic activity (IIP) leads to 

contemporaneously higher growth in both nominal and real bank credit. One per cent 

incremental growth in IIP leads to additional nominal and real bank credit growth of 

0.13 and 0.14 per cent, respectively.  

There is also significant contemporaneous positive impact of deposit growth 

on credit growth. One per cent incremental growth in nominal deposit (DEP) and real 

deposit (RDEP) lead to additional nominal and real bank credit growth of 0.75 per 

cent and 0.83 per cent, respectively. In other words, policy induced expansion or 

contraction in deposit or money supply makes banks to immediately adjust their 

credit portfolio correspondingly. 

Model I shows that inflation has a lagged negative impact on the growth of 

bank credit, which is not inconsistent with theoretical and empirical evidences. 

Higher inflation can be associated with lower levels of demand for goods and thus 

production, which in turn reduces the demand for credit by firms and other economic 

agents (Cukierman and Hercowitz, 1989). Consequent upon this decline in demand 

for bank credit, the supply of bank credit also declines with lags of one month/nine 

month.  

Change in exchange rate is another channel through which growth in total 

bank credit is affected negatively. Both nominal and real exchange rate 

appreciation/depreciation leads to deceleration/acceleration in demand for credit as 

that could, by raising/lowering the expected return on external financial assets vis-à-

vis domestic assets, reduce/increase the financing gap and credit demand (Vera, 

2003). One per cent appreciation in nominal and real exchange leads to respective 

deceleration in nominal and real bank credit by 0.15 per cent and 0.14 per cent. This 



impact of exchange rate on credit demand which translates into corresponding 

change in supply of bank credit takes place with a long lag of about nine months. 

Policy signals through change in interest rate have a lag negative impact on 

the growth of both nominal and real bank credit through a combination of both 

demand and supply responses, which take about seven months on an average. One 

per cent increase in policy rate leads to deceleration in month-on-month growth in 

nominal and real bank credit by 0.13 per cent and 0.10 per cent, respectively. Given 

the average policy rate of 5.71 per cent during the period under consideration, these 

estimates imply that 100 basis points increase in policy rate leads to 2.78 per cent 

and 2.17 per cent decline in the annualised growth of nominal and real bank credit, 

respectively, after a lag of seven months. 

Stability and Robustness Tests 

The above regression estimate was for the full sample period 2001:3 to 

2011:3. It is possible that during various sub-sample periods, the impact of the 

variables underwent significant change. If this is so, it would get reflected in the 

instability of individual coefficients and also the equation as a whole, indicating lack 

of robustness. The Cusum and Cusum Squares tests, however, show that estimated 

regression equations of the two models are stable as the tests are within the 5 per 

cent critical level band (Chart-1).  

 

 

 

 

 

 



Chart 1: Cusum and Cusum Squares 
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Further, Quandt-Andrews and Andrews-Ploberger tests for a single structural 

break at an unknown point within the sample also show that, in both the models, 

there is no structural break point for all the variables considered together. For the 

individual variables, however, both the tests in both the models show that only CallR 

has a statistically significant break in the coefficient at March 2009, i.e., about six 

months after the collapse of Lehman Brothers in September 2008 (Table-3). In other 

words, it appears that the global financial crisis led to a structural shift in the 

transmission of policy interest rate to the credit channel.   

 

 

 

 

 



Table-3: Quandt-Andrews and Andrews-Ploberger Structural Break Tests 
Quandt-Andrews Andrews-Ploberger Variables 

Value  Probability 
Date 

Value  Probability 
Model I 

DLLIP 3.21 0.51 2009:04 0.29 0.65 
DLWPI(-1) 7.38 0.09** 2009:02 1.10 0.17 
DLWPI(-9) 1.91 0.81 2004:11 0.32 0.62 
DLDEP 4.67 0.28 2008:09 0.89 0.23 
LNCall(-7) 8.7 0.05* 2009:03 1.95 0.06** 
DLNEER(-9) 2.97 0.56 2009:05 0.31 0.63 
All variables 15.28 0.58 2009:01 5.1 0.58 

Model II 
DLLIP 2.68 0.62 2009:04 0.24 0.73 
DLRDEP 4.58 0.30 2006:09 0.93 0.21 
LNCall(-7) 10.15 0.025* 2009:03 2.55 0.03* 
DLREER(-9) 0.55 1.00 2006:08 0.06 1.00 
All variables 13.0 0.54 2009:03 3.60 0.65 

Notes: Quandt-Andrews uses the maximum of the LM-statistics, while Andrew-ploberger uses an 
exponentially weighted average of LM-statistics. * and ** denote significance at 5 per cent and 10 per cent 
level. 
 

 

More than the stability of the coefficients, our concern is on the lag structure 

and form of the equations, as our aim, from the monetary policy perspective, is to 

ascertain the consistency in the lag of policy transmission. However, it is highly 

plausible that the lag lengths of the explanatory variables, and the values and signs 

of the coefficients have undergone a transformation over various sub-sample periods 

due to change in underlying economic conditions. Consequently, sub-sample periods 

estimates could be significantly different from full sample period estimate in terms of 

lag structure of the explanatory variables. Thus, in order to confirm these, rolling 

regression technique was employed, primarily to check whether the coefficient of 

each of the variable, despite any changes in values, continued to maintain the same 

sign and remained statistically significant in all the sub-periods. The rolling 

regression coefficients with window width of 72 months for each of the variables 

along with +/- 1.96 standard error band representing statistical significance of these 

coefficients at 5 per cent level are presented in Chart 2 and 3 for the two models, 

respectively.  



Chart 2: Rolling Regression- Model I (Window Width 72) 
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Recursive estimates of DLDEP
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Chart 3: Rolling Regression - Model II (Window Width 72) 
Recursive estimates of DLREER{9}
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It can be seen that the value of all coefficients have undergone some 

changes over the sample periods, as reflected in the non-straight line charts. It is 

also observed that window size of the rolling regression does not significantly alter 

the shape of the charts5. However, what is important to our analysis is robustness of 

the estimates in terms of the sign and statistical significance of coefficients of all the 

variables.  Irrespective of window sizes and alternative form of models, the lag 

structure and signs of coefficients remain the same, and are also statistically 

significant in each of the sample period represented by each window. This statistical 

significance is shown by very close tracking of the coefficients by the two 5 per cent 

standard error bands indicating relatively low standard errors or high t-values. The 

goodness of fit measured by R-bar square ranges between 0.78 to 0.83 for Model I 

and between 0.76 to 0.82 for Model II, indicating high explanatory power. The serial 

correlations are also at acceptable levels with D-W statistics ranging from 1.62 to 

1.86 for Model I and from 1.69 to 2.13 for Model II (Chart-4).  

Chart-4: Goodness of Fit and Serial Correlation (Window Width 72) 
Model I Model II 

  
 

 

These results indicate that each of the variables has impacted bank credit in 

India with a consistent lag and in the same direction over the entire sample period, 

                                            
5. The corresponding rolling regression with window width of 60 is given at Annex. 
 



though the magnitude of the impact fluctuated over the sub-sample periods, barring 

the structural shift in the impact of policy rate. Particularly important from the 

monetary policy perspective is the result that the transmission lag of policy rate to 

both nominal and real credit channel has been consistently seven months, even 

though the magnitude of the impact got reduced somewhat in the post-Global crisis 

period. 

 
 

V. Conclusions 

The paper examined the operation of credit channel of monetary policy 

transmission in India through change in policy rate. The period considered was the 

post-LAF period of 2001:3 to 2011:3, when interest rate became the main instrument 

of signaling policy stance in India. The analysis was carried out through two reduced 

form equations drawn from the literature pertaining to nominal and real bank credit, 

respectively, and estimating regression equations based on them. The regression 

equations were estimated after transforming the variables into stationary form and 

following an approach similar to Hendry’s general-to-specific method. Specifically, 

controlling for other determinants, we estimated the lag impact of policy rate on the 

growth of both nominal and real bank credit. Besides the structural break tests, the 

consistency and robustness of the estimated equation in terms of lag structure of the 

variables across sub-sample periods were then confirmed by employing rolling 

regression technique. 

The paper finds that nominal or real bank credit in India is 

contemporaneously influenced by the corresponding growth in economic activity and 

nominal or real deposit/money supply growth. It is thus implied that, besides the 

positive influence of economic activity on bank credit, policy induced expansion or 



contraction in deposit or money supply makes banks to adjust their credit portfolio 

correspondingly. Inflation and exchange rate appreciation have negative impact on 

the growth of bank credit with a long lag of nine months.  

Importantly, from the point of view monetary policy perspective, the 

transmission of policy rate to nominal or real bank credit takes about seven months. 

This lag in transmission is found to be consistently true across various sub-sample 

periods obtained through rolling regression technique. During the full sample period 

under consideration, 100 basis points increase in policy rate was found to reduce the 

annualised growth in nominal and real bank credit by 2.78 per cent and 2.17 per 

cent, respectively.  However, it is found that there has been a statistically significant 

decline in the magnitude of the impact of policy rate on bank credit during the post 

global financial crisis period.  
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Annex 
 

Annex Table 1: Regression Results with M3 
Variable    Model 1   Model 2  
     (Nominal Credit)  (Real Credit)   
Constant   0.032    0.022    
     (6.51)*    (4.67)*    
DLIIP    0.136    0.146    

(8.90)*    (8.59)*    
DLWPI(-1)   -0.432 
     (-3.03)* 
DLWPI(-9)   -0.596 
     (-4.3)* 
DLNM3    0.867 
     (10.4)* 
DLRM3        0.89    
         (11.3)*    
LNCall(-7)   -0.013    -0.01 
     (-5.04)*   (-3.77)*   
DLNEER(-9)   -0.137 
     (-3.55)* 
DLREER(-9)       -0.13    
         (-3.38)*   
DUM1    0.036    0.04    
     (6.62)*    (6.01)*    
DUM2    -0.02    -0.02    
     (-4.01)*   (-3.56)*   
R-bar Square   0.75    0.75    
DW statistics   1.85    2.04   
BG LM Test (F-statistic) 0.85    1.49 
     (0.6)    (0.13) 
Jarque-Bera   1.53    2.52 
     (0.46)    (0.28) 
BPG Test   1.52    1.12 
     (0.16)    (0.36) 
Note: Two dummy variables, DUM1 and DUM2, were included in the regressions to remove 
large positive and negative outliers in the residuals of the estimates, respectively. DUM1=1 for 
2002:5, 2003:10 and 2004:10, and zero otherwise, while DUM2 = 1 for 2003:5, 2008:12, 
2009:11 and 2010:7, and zero otherwise; Figure in parentheses is the value of t-statistics; * 
denotes significance at 1 per cent critical level. BG LM test is for 15 lags. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Annex Chart 1: Cusum and Cusum Squares 

Model I 
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Annex Table 2: Quandt-Andrews and Andrews-Ploberger Structural Break Tests 

Quandt-Andrews Andrews-Ploberger Variables 
Value  Probability 

Date 
Value  Probability 

Model I 
DLLIP 2.42 0.68 2009:04 0.23 0.75 
DLWPI(-1) 8.21 0.06 2009:02 1.43 0.11 
DLWPI(-9) 2.80 0.60 2004:11 0.48 0.46 
DLM3 4.27 0.34 2008:09 0.79 0.27 
LNCall(-7) 9.43 0.03* 2008:09 2.18 0.42* 
DLNEER(-9) 4.23 0.34 2009:08 0.58 0.39 
All variables 15.28 0.58 2009:01 5.49 0.49 

Model II 
DLLIP 1.53 0.90 2008:09 0.13 0.94 
DLRM3 3.44 0.47 2007:12 0.76 0.28 
LNCall(-7) 9.72 0.03* 2008:09 2.72 0.02* 
DLREER(-9) 0.42 1.00 2009:05 0.04 1.00 
All variables 11.26 0.71 2008:09 4.05 0.54 

Notes: Quandt-Andrews uses the maximum of the LM-statistics, while Andrew-ploberger uses an exponentially 
weighted average of LM-statistics. * and ** denote significance at 5 per cent and 10 per cent level. 

 
 
 
 
 
 
 
 



Annex Chart 2: Rolling Regression (Deposit) Model I (Window Width 60) 
Recursive estimates of DLNEER{9}
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Annex Chart 3: Rolling Regression (Deposit) Model II  (Window Width 60) 
Recursive estimates of DLREER{9}

Using a moving window of width 60
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Annex Chart 4: Goodness of Fit and Serial Correlation (Deposit) Model I (Window 
Width 60) 

Model I  Model II 

 
 
 

Annex Chart 5: Rolling Regression (M3) Model I (Window Width 72) 
Recursive estimates of DLNEER{9}

Using a moving window of width 72
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Annex Chart 6: Rolling Regression (M3) Model II (Window Width 72) 
Recursive estimates of DLREER{9}
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Annex Chart 7: Goodness of Fit and Serial Correlation (M3) (Window Width 72) 
Model I Model II 

 
 
 
 
 
 
 
 
 
 
 
 
 



Annex Chart 8: Rolling Regression (M3) (Window Width 60) 
Recursive estimates of DLNEER{9}
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Annex Chart 9: Rolling Regression (M3) Model II (Window Width 60) 
Recursive estimates of DLREER{9}
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Annex Chart 10 : Goodness of Fit and Serial Correlation (M3) (Window Width 60) 
Model I Model II 

 


