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Reserve Bank of lndia Occasional Papers 
Vof. 17, No. 3, September 1996 

Structural Change in the Indian Economy in 
the 1980s and Some Reflections on early 1990s 

S.C. Dhal* 

Technical progress leads a n  economy on sustainable long run growth 
path. Structuralists have pointed out that the high growth rate of third world 
economies i n  the 1980s was  achieved largely due to  demand pressures rather 
than any perceptible change in production technology. In view of this , the 
present paper has estimated the contribution of technical change to output 
growth o f  Indian economy in the 1980s and the 1990s so far, within the 
framework of input-output type structural decomposition approach. The 
estimations have revealed that contribution of technical change to output 
growth of Indian economy was negative in the 1980s but positive in the 
post-reform period in the 1990s s o  far. 

Introduction 

Explaining economic growth through technical change has been 
a topic of great interest to economists for long1. In a single production 
process, technological development manifests in the productivity 
growth of the primary factors and in the substitution between the 
intermediate goods and services. As a consequence, the input 
coefficients corresponding to this production process change in tune 
with the technological improvement. "In a rnulti sectoral input-output 
framework, these two components interact for all sectors 
simultaneously affecting the entire matrix of input coefficients" 
(Dietzenbacher, 1995). 

In the 1980s, many of the third world countries, including India, 
experienced high growth rate of their economies. However, a section 
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of economists, particularly structuralists have pointed out that 
observed growth rate of the third world economies in the 1980s was 
achieved at the expense of inflationary demand shocks rather than 
through any perceptible and real improvement in production 
technology and thereby factor productivity2. In view of this argument 
the present paper has made an effort to exemplify the impact of 
technical change on economic growth of Indian economy in 1980s. 
An input-output variety structural decomposition approach to analyse 
economic growth has been followed for this purpose. Section I1 
outlines the structural decomposition approach followed by the 
empirical model for the 1980s. Section 111, makes an effort to analyse 
the nature of technical change across the sectors during this period. 
Section IV discusses structural change in the post reform period in 
1990s. Section V concludes the paper. 

Section I1 : Structural Decomposition Approach 

In the input-output literature, the structural decomposition 
approach to analyse economic growth has been a fascination for the 
researchers for the last three decades. The important contributions to 
this literature are due to Carter (1970), Staglin and Wessels (1972), 
Forssell (1975, 1980), Nove (1982), Celasun (1983), Round (1985), 
Wolff (1985, 1994), Feldman et a1 (1987), Urata (1988), Blair and 
Wyckoff (1989), Kanemitsu and Ohnishi (1989), Skolka (1989), 
Barker(l990), Afrasiabi and Casler (1 991), Fujita and James (1991), 
Van der linden and Oosterhaven (1993), Miller and Shao (1994), Lin 
and Polenske (1995), Oosterhaven et a1 (1995). I n  India, notable 
efforts in this regard have been due to Rao (1987) for the period 
1968-79 to 1978-80, Dhawan and Saxena (1993) for the period 1968- 
69 to 1983-84, and Mallick (1994) for impact of import liberalisation 
in the Indian economy during 1973-74 to 1983-84, all based on the 
input-output tables for India provided by the Central Statistical 
Organisation (C.S .O). 

According to structural decomposition approach, output or value 
added changes are decomposed into a number of key macro 
determinants, such as consumption, investment, exports, import 
substitution and'technological change. This constitutes a demand side 
approach to structural decomposition. From supply side, output or 
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value added are decomposed into changes in intermediate input 
coefficients or changes in technology, changes in primary input 
coefficients i.e., land, labour and capital coefficients, and also changes 
in factor prices i.e., rents, wage rates, and interest rates, etc. In this 
paper, it may be noted that a demand side approach has been 
undertaken in order to decompose changes in gross output of the 
Indian economy. Such an approach has been perceived to provide a 
wealth of information to various economic agents and above all the 
market players at a very disaggregated sector level. In  the following 
we outline a simplest kind of structural decomposition approach. 

Algebra of Structural Decomposition 

Let us postulate an open economy consisting of n producing 
sectors and each of the producing sectors characterised by an input- 
output type technology, The input-output equation system for this 
economy for the base year can be written, in matrix form, as 

where X denotes for a column vector of gross output of the 
producing sectors, A for input-output coefficient matrix, C private 
consumption, I investment, G government current expenses, E export 
and M competitive imports. For the sake of simplification, let us 
denote the sum of the domestic final demand components C, I, and 
G as F. The equation system (I), can be rewritten as 

Let u s  postulate the relationship between imports and domestic 
demand in the following form 

Mi = mi (Z 3,.xj + Fi) 

or in matrix form 

Where m is a diagonalised matrix of import coefficients mi. 
Further, imports substitution parameters denoted by ui are defined as 
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ui = 1 - mi (3.2) 

Therefore, equation (3) for imports becomes 

M = (I - U ) (AX +F) (3.3) 

Where U is a diagonalised matrix of import substitution coefficients 
ui" Now, by substituting the equation (3.3) in the equation (2), we 
have the basic input-output system as 

Then for any future year, denoted by subscript 1, we have 

A variable Y1 pertaining to the future year 1 is defined as the 
sum of base year quantity Y and an increment YA. This way, the 
equation system (5) can be written as 

The above equation (5.1) can be expanded and simplified in the 
following way : 

XI = UAX -tUAA XI + UAXA + UA,X, 

+ U F + U F ^ + U A F l + E + E A  

= X + UAXA + UAA X, + UA (A, XI +F, ) + UF^ + EA 

Thus taking the X term to the left, we have 

XA = UAXA +UAA XI + UA: (A, X, + F, ) + UF + EA 

XA = RUFA + RUAA XI + RUA (A, XI + F, ) + R E  
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where R = (I - U A)-'. Substituting F = CA + I" + GA, we have 

XA = RUCA + RUIA + RUGA + RE" 

+ RUAA X, + RU  ̂(A, X, + F,) 

as the basic structural decomposition equation system used in this 
study. Therefore, on the left hand side of the equation (6), we have XA 
indicating the change in  output and on the right hand side, this XA is 
decomposed into six terms, which indicates, in seriatim, contribution 
to output from increased consumption, investment, government ex- 
penditure, export, technological change and import substitution. 

Data Source 

The input-output tables and other data used in this study are the 
ones provided by the planning commission in their technical notes 
to the five year plans. For our comparison purpose, these tables have 
been transformed to the prices of a common year i.e 1984-85. Fur- 
ther, the planning commission provides 60 x 60 input-output tables. 
Depending on the data constraints for general price level in the year 
1984-85, these tables have been aggregated into 46x46 tables. Also, 
it may be noted that the planning commission prepares these tables 
by updating the previous table on the basis of well known partial 
survey type RAS method. In this regard, the empirical results of this 
paper are subject to the limitations associated with the RAS proce- 
dure4. 

Structure and Growth of Production in the Indian 
Economy in the 1980s 

Table 1 shows the structure and growth of production in Indian 
economy in three years viz., 1979-80, 1984-85, and 1989-90, together 
with growth rates in respect of 23 major sectors. From this table it 
can be seen that the growth rate of output of the economy was 5.26 
percent on an average during 1979-80 to 1984-85, 9.20 percent during 
1984-85 to 1989-90, and in overall 8.44 percent during 1979-80 to 
1989-90. The share of primary sectors including agriculture and its 
allied sectors, and mining & minerals accounted for 25.51 percent of 
output of the economy in the year 1979-80, with a marginal decline 
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to 25.22 percent in 1984-85, and increasing again to 25.44 percent 
in 1979-80. The contribution of the services sector was 41.86 percent 
in 1979-80 but declined to 39.13 percent in 1984-85, and 37.72 
percent in 1989-90. On the other hand, the share of manufacturing 
sector was 32.63 percent in 1979-80 but increased to 35.65 percent 
in 1984-85 and 36.84 percent in 1989-90. 

Within manufacturing group, textiles, petroleum products, 
chemicals, electric machinery, electronics equipments, and transport 
equipment increased their shares in all the three years. Particularly, 
electric machinery contributed 0.79 percent to gross output of the 
economy in 1979-80 and increased it nearly by two fold to 1.58 
percent in 1989-90. Similarly, the figure in respect of electronics 
equipment was 0.14 percent in 1979-80 but increased by more than 
twice to 0.31 percent in 1984-85 and to 0.70 percent in 1989-90. In 
respect of the chemicals sector, the average growth rate was 7.53 
percent during 1979-80 to 1984-85 and increased further to 12.73 
percent during 1984-85 to 1989-90. The share of textiles sector in 
gross output of the economy was 5.03 percent in 1979-80, increased 
to 6.03 percent in 1984-85, with an average annual growth rate of 
10.3 percent during this period, and improved substantially to 9.04 
percent in 1989-90, recording an annual growth rate of 23.66 percent. 
In case of petroleum products, its share in gross output of the economy 
was 1.92 percent in 1979-80,which increased to 2.73 percent in 1984- 
85 with an annual growth rate of its production at 16 percent, and 
further to 2.83 percent in 1989-90 with an annual growth rate of 
10.27 percent. Transport equipment shared 1.59 percent of output of 
the economy in 1979-80 and grew annually at the rate of 13.38 percent 
to increase its share to 2.10 percent in 1984-85 and maintained it 
nearly at the same level in 1989-90 with a growth rate of 8.36 percent. 

Among other manufacturing sectors, iron and steel sector 
recorded the highest growth rate of 29 percent during 1979-80 to 
1984-85 and thus nearly doubled its contribution to output from 1.96 
percent in 1979-80 to 3.86 percent in 1984-85. But this sector 
recorded a negative growth rate of (-)5.12 percent during 1984-85 to 
1989-90 and its share in output of the economy came down to 1.94 
percent, a little lower than its position in 1979-80. The non ferrous 
metals had recorded negative growth rate and declining share during 
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the 1980s. The cement sector recorded a negative growth rate of 
(-)1.78 percent in the first period but 9.85 percent in the second 
period. Food products recorded an annual growth rate of 6.36 percent 
in the first period and thus increased its share in total output of the 
economy from 5.87 percent to 6.13 percent in 1984-85 but its growth 
rate slowed down to 2.03 percent in the second period for which its 
share declined to 4.62 percent in 1989-90. 

In respect of infrastructure and service sectors, only the share 
of electricity sector's output in the economy increased from 1.85 
percent in 1979-80 to 2.1 1 percent in 1984-85 with a growth rate of 
8.74 percent, and further, to 2.67 percent in 1989-90 with a growth 
rate of 16.94 percent. Contributions to output of the economy by rest 
of the infrastructure sectors viz., railway, transport, and communica- 
tions, increased during the period 1979-80 to 1984-85 but declined 
during 1984-85 to 1989-90. Further, growth rates in many of the 
infrastructure sectors, except electricity were lower than economy 
wide growth rate in the 1980s as a whole. 

Macro Economic Ratios : Some Trends 

Table 2 presents the percentage composition of output into six 
important indicators such as intermediate demand, private 
consumption, government expenditure, investment, exports, and 
imports. From this table it can be seen that the degree of inter-industry 
intermediation as proportion of gross output5 declined from 46.81 
percent in 1979-80 to 46.63 percent in 1984-85 and further to 45.42 
percent in 1989-90. On the contrary, the proportion of consumption 
increased from 36.02 percent in 1979-80 to 37.10 pkrcent in 1984- , 

85 and to 37.57 percent in 1989-90. Similarly, the proportion of 
government expenditure increased from 5.93 percent in 1979-80 to 
6.31 percent in 1984-85, and to 6,56 percent in 1989-90. The 
proportion of investment was 11.48 percent in 1979-80, increased to 
12.93 percent i n  1984-85 but slightly declined to 12.02 percent jn 
1989-90. Exports increased from 3.46 percent of economy's output 
in 1979-80 to 3.97 percent in 1984-85 and further to 4.72 percent in 
1989-90. Similarly, proportion of imports to output increased from 
3.69 percent in 1979-80 to 3.99 percent in 1984-85 and further sharply 
to 6.28 percent in 1989-90. 
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Absolute growth rate of above key indicators of the economy 
indicated that except intermediate demand all others grew at a higher 
rate than output for the first period i.e., 1979-80 to 1984-85. While 
in the second period, 1984-85 to 1989-90, growth rate of intermediate 
demand, and investment were lower than the growth rate of output. 
Annual growth rates of government expenditure, exports, and imports 
in the second period were substantially high at 10.33 percent, 14.73 
percent, and 25.93 percent and for consumption it was 9.57 percent, 
a little more than output growth rate of 9.20 percent. 

Sources of Output Growth during 1980s 
Disaggregation of the sources of growth for the periods 1979- 

80 to 1984-85, and 1984-85 to 1989-90 , based on the model out- 
lined in section 11, is summarised in the Table 3 which shows the 
percentage contributions of key macro determinants to the change in 
gross output in the economy. These determinants are private con- 
sumption, public consumption, investment, export expansion, import 
substitution, and technological changes, which are characterised by 
changes in input-output coefficients. Figures in each row in the Table 
3 sum up to 100 percent. Similarly, Table 4.1, and 4.2 provide the 
estimated impact of changes in key determinants on changes in out- 
put at the dissaggregated sector level for the two time periods in 
1980s as mentioned above. 

It may be noted from the Table 3 that the major source of output 
change during the first half of 1980s (i.e. 1979-80 to 1984-85) was 
increase in private consumption, followed by increase in investment 
and public consumption, with their shares at 66.57 percent, 34.91 
percent and 10.26 percent, respectively. Exports contributed 8.98 
percent to increase in output during this period. On the other hand, 
import substitution and technology change had negative contributions 
to the changes in output by (-)8.67 percent and (-) 12.06 percent, 
respectively during the same period. 

The impetus to output growth from the increase in private 
consumption was as high as 68.21 percent in the second half of 
1980s, which was 1.64 percentage points higher than that in the first 
half. The contribution of increase in government expenditure to 
increase in output during the second half was estimated at 12.46 
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percent, which was 2.20 percentage points higher than that in the 
first half. Contribution of increased investment to output change fell 
rather sharply to 20.18 percent in the second period from 38.88 
percent in the first period, while that of exports increased to 13.36 
percent, which was 4.38 points higher than that in the first half of 
1980s. The leakage effects of import substitutes increased to (-)9.94 
percent during the second period, adding merely (-)1.27 points to 
the position in the first period. The most notable trend was that the 
negative impact of technological change on output growth reduced 
remarkably to (-)4.27 percent during the second half of 1980s, from 
12.06 in the first half of 1980s. Overall, during the period 1979-80 
to 1989-90, the contributions of increases in private consumption, 
government expenditure, investment, export, import substitutions, and 
technological change to increase in output were 61 -01 percent, 10.98 
percent, 28.52 percent, 7.93 percent, (-)5.30 percent and (-)3.14 
percent, respectively. 

Thus the salient features of structural change in the Indian 
economy during 1980s may be summarised in the following : 

First, the increasing contribution of private consumption and 
declining contribution of investment to output growth in the second 
half of 1980s over the first half of 1980s, indicated that the Indian 
economy moved away from investment orientation to a consumption 
led growth. 

Secondly, the rising share of exports as well as rising leakage 
impact of imports indicated that the Indian economy became more 
outward oriented in this period. 

Thirdly, the negative impact of technological change to output 
growth revealed that the inter-industry linkages declined during the 
1980s. This is in contrast to the usual expectation that as producing 
sectors become more diversified in their activities their inter-industry 
dependence particularly on domestic producing sectors rises which 
by intersifying technological change leads to output growth. The 
unfavourable negative impact of technological changes on output 
growth was more pronounced during the first half of 1980s than 
during the second half. 
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Sector Specific Changes in the Indian Economy 
Sector specific study of the impact of changes in key 

determinants on the changes in output between different time periods 
involve a wealth of data for analysis. Therefore, this section provides 
a summary discussion on the sources of output growth across the 
various important sectors of the economy during 1980s. Contributions 
to output growth by changes in important macro variables of this 
study have been reported in the table 4.1 for the period 1979-80 to 
1984-85 and in table 4.2 for the period 1984-85 to 1-989-90. 

Agriculture and allied sectors 
For the cereal crops, consumption was the leading source of 

output growth by contributing 84.58 percent and 70.98 percent, 
respectively for the first and second period. The second most 
important source of output growth for this sector was investment 
(19.37 percent) in the first period but technological change (25.55 
percent) in the second period. At the disaggregated level, the major 
source of output growth in case of fibre crops was import substitution 
(67.90 percent) followed by consumption (64.85 percent) in the first 
period. But in the second period, consumption was the leading source 
(85.96 percent) followed by export (20 percent). Tea and coffee crops 
had negative output growth in both the period. The most important 
factor contributing to the decline in output of this sector was 
technological change (-127.96 percent) in the first period but decline 
in export (-191.82 percent) in the second period. For miscellaneous 
crops, technological change was the important source (129.06 percent) 
of positive output growth of this sector in the first period. 
Consumption was the second important source (71.91 percent) in the 
first period but the leading source (117.03 percent) in the second 
period. Technological change had a substantial negative contribution 
(-42.07 percent) to output growth of this skctor in the second period. 

In the allied sectors, technological change was the most important 
contributing factor (206 percent) to output growth of the animal 
husbandry sector in the first period, but became a drag on output 
growth of this sector (-11.97 percent) in the second period. 
Consumption accounted for 68.80 percent of output change in the 
first period again emerged in the leading role (80.44 percent) in the 
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second period. Investment played a relatively minor role by 
contributing 24.32 percent of the output change in the second period. 
Forestry and logging sector had negative output change in first period 
but positive output change in the second period largely due to 
consumption and technological change. 

In the fishing sector, technological change played the key role 
with 286.94 percent contribution in the output expansion in the first 
period. Its contribution to growth however, turned negative (-64.59 
percent) in the second period. Consumption expansion contributed 
the largest share of output growth (106 percent) in the second period. 

Minerals 

- Minerals had a very much mixed feature of change during these 
two periods. In the first period, investment was the crucial source of 
output change in case of coal and lignite, and other minerals while 
import substitution was important source of growth for the iron ore 
and petroleum and natural gas. In the second period, important sources 
of output change were consumption expansion for coal sector, import 
substitution for crude petroleum and natural gas, export expansion 
for iron ore, and technological change for minerals. Technological 
change also had perceptible positive impact on output change in the 
mineral sector during the second period. 

Food Products 

In the food sector, as should be expected, consumption was the 
key determinant of output change for sugar, and food & beverages 
in both the periods. The second most important determinant of output 
change was investment in both the periods. Technological change 
had a positive, though marginal impact (17 percent) in the first period 
but perceptible negative impact at 109 percent in the second period. 

Agro-based Manufacturing 

In the cotton textiles sector, the most important factor of growth 
was import substitution in the first period but consumption increase 
in the second period. In woolen textiles, and other textiles sectors, 
important sources of output change were import substitution and 
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increase in investment in the first period but increase in consumption 
and export in the second period. For all these sectors, contributions 
to output growth by technological change was phenomenally negative 
in the first period but positive in the second period. 

In  case of the sectors such as wood, paper, leather, and rubber 
products, important sources of output expansion were increase in 
consumption and import substitution in .the first period but 
technological change in the second period. Technological change 
played a leading role in the growth of the plastic products in both 
the periods. 

Fertiliser, Chemicals and Cement 
Import substitution and technological change were two most 

important sources of output change in the first period. But in case of 
chemicals, contribution to output change by technology was negative 
in the second period. In case of cement sector, import substitution 
followed by public consumption were the important source of negative 
growth in the first period but.positive growth in the second period. 

Metals and Machinery 

Investment and import substitution had substantially positive 
contribution to the output growth of many of the metal and machinery 
sectors in the first period. In the second period, technological change 
contributed negatively to output growth of the non-electrical 
machinery and motor vehicles sectors. But technological changes had 
positive contribution to output growth of the remaining metals and 
machinery sectors. 

Infrastructure 

During the first period, increase in consumption and investment 
were two important sources of output growth of many of the 
infrastructure sectors including transport services, electricity, and 
communication. However, the impact of technological change was 
negative for many of these sectors in the same period. In the second 
period, increase in public expenditure, and technological change were 
important source of output change for the transport, and electricity 
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sectors. But in case of construction, and communication sectors impact 
of technological change was negative in the same period. 

Section I11 : Technological Changes in 1980s 

In the earlier section, impact of key determinants of structural 
change including technological change was quantified following the 
structural decomposition approach. This section concentrates more 
on technological changes in the Indian economy in 1980s. 

A pertinent question about technological change is: what factors 
give rise to technological changes in an economy? Alternatively, to 
rephrase the question; how does technological changes across the 
sectors occur in an economy? In this section we address the above 
question by analysing the technical properties of input-output tables. 

As pointed out i n  the beginning, the planning commission of 
India prepares the input-output tables with the help of RAS method- 
ology. In order to prepare an input-output table for the current pe- 
riod, this RAS methodology requires detailed input-output informa- 
tion for the previous period and three sets of actual data on (i) gross 
output, (ii) gross value added or gross intermediate inputs, and (iii) 
gross intermediate sales or gross final demand at dissaggregated sec- 
tor level for the current period. In the literature, the RAS methodol- 
ogy evolved by Stone (1969) has been found to be more efficient in 
capturing technological changes in an economy6. Initially, this method 
was void of any economic theory. Subsequently, subtle theoretical 
interpretation was given to the RAS methodology by many authors 
and more recently, Detizbacher (1995) has given a fascinating eco- 
nomic interpretation to RAS method and consequently to the techno- 
logical changes of a multi sectoral economy. In this context, it is 
essential to have an elementary review of the methodology before 
analysing the technical properties of the input-output tables for the 
Indian economy. 

Nature of TechnoIogicaI Change 
The RAS method postulates technological changes of an 

economy occurring at the sector level in terms of t ~ f o  effects such 
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as, productivity effect and substitution effect. Within input-output 
framework, a producing sector uses, broadly two kinds of inputs such 
as intermediate input and primary input (like labour and capital) in 
order to produce one unit of output. Since data are expressed in 
value terms, intermediate inputs are represented by intermediate 
purchases to output coefficients and primary inputs by value added 
to output coefficients. Technological development such as innovations 
into products and production processes induce the inputs to be 
substituted between intermediate inputs and primary inputs. As the 
productivity of one input improves, less of that input will be used 
over time. Especially3 an improvement in the productivity of primary 
inputs would lead to use of less of primary inputs and more of 
intermediate inputs to produce one unit of output. Other. things 
remaining same, productivity growth of primary inputs in value terms 
would induce a sector to have lower vaiue added coefficient and 
higher intermediate coefficients per unit v"aui: of outpdt (Rorner, 
1986). Such a process can occur in all the poducing sectors. The 
difference between two input-output coefficient matrices for two 
periods reflects this course of technological development. Similarly, 
from the demand side, each producing sector produces two kinds of 
output for two purposes such as intermediate demand and final 
demand. With technological changes and growth of the economy, 
substitution takes place between these two categories at the sectoral 
level. These two forces interact so as to give rise to a new technology 
matrix for the future year. In what follows, we examine the RAS 
procedure which incorporates the above two forces and update a base 
year technology matrix for an economy. 

Let us postulate productivity effect upon the cokfficients of the 
sector 'j' denoted by Vj applying uniformly across the column of 
this sector. This productivity effect reflects that more output can be 
produced per unit of joint primary inputs. It can therefore, be 
interpreted as the productivity change of the joint primary inputs7. 
Similarly, let 'Si'is defined as the substitution effect for a commodity 
'i' applying uniformly across the row of its sector. 

When both the 'Vj' and 'Si' are applied simultaneously to the 
base year technology matrix A, we obtain the new technology matrix 
A, as 
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A, = SAV (7) 

where V and S are the diagonalised matrices of Vj and Si coefficients, 
respectively. Since both the effects are average effects they should 
correctly reflect the average effects as they have occurred in each 
row and column. In other words, they should satisfy the condition 
that the forecasted column sums (uAj) and row sums (rAi) should be 
equal to the actual ones. The conditions therefore, are the following : 

and 

or SAVC = r i  (8) 

where 6 is unit column vector and 6 is transpose of e. Given the actual 
data on uj and r i  only, the equation system (8) entails a set of 2n 
equations to solve for 2n elements of VA j and SA i. The model may be 
solved iteratively, until the actual and forecasted row and column 
sums are equal. In practice, this may not happen or else may require a 
large number of iterations. Therefore, some convergence criterion, 
usually an error of five percent between the actual and forecasted 
column and row sums can be imposed on the model. 

From empirical point of view, the initial approximations to the 
productivity effect Vj for a sector j is taken as the ratio of average 
intermediate input (i.e column sums of input coefficients) for the 
current year to that of the base year and similarly for the substitution 
effect Si as the ratio of average intermediate sales (row sums) of the 
current year to that of the base year. 

and 

Si = ri,t / ri,o = ai 

Since, we have information pertaining to the gross output, gross 
value added and I or gross intermediate input, and gross final demand 
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and/or gross sales for two periods, we know bj and ai. Thus the 
base year technology matrix (i.e the input coefficient matrix) can be 
updated on the basis of postulated productivity effect bj and 
substitution effect ai. On the basis of above theory, we have studied 
the properties of input -output technology matrix in terms of 
productivity and substitution effects at the sectoral level. 

Productivity and Substitution Effects 
The extent of productivity and substitution effects across the 

sectors have been reported in Table 5 in percentage terms as 100(Vj- 
1) and 100(Si-I), respectively. A comparison between the signs of 
growth rate, contribution of technological changes, productivity and 
substitution effects will give us some useful insights about the 
importance of productivity and substitution effects on technological 
changes in major growth oriented sectors. It may be noted that the 
productivity and substitution effects could move in the same direction 
or in the opposite direction to each other. When they move in the 
same direction, they reinforce each other. When they move in opposite 
direction, they tend to neutralise each other (Dhal and Saxena,1996). 
Largely, the direction and strength of these two effects would decide 
the sign and extent of contribution of technological changes on output 
change(or growth) of various sectors. Positive productivity effect for 
a sector i implies technical change by that sector itself while positive 
substitution effect implies technical change in rest of the sectors in 
favour of sector i. Further, positive productivity effect arise when a 
sector experiences productivity growth of primary inputs and therefore, 
that sector changes its technology by using less of primary input and 
more of intermediate inputs. As a result that sector becomes more 
dependent on the rest of the sectors in the economy. On the other 
hand, positive substitution effect for a sector takes place when this 
sector is found more useful by the rest of the sectors and therefore, 
increasing their dependence on that sector. In the following, we have 
discussed about the technological changes in the major sectors which 
have experienced positive growth rate in the two periods of 1980s. 

From table 5, it can be seen that during first half of 1980~, 
chemicals, iron and steel, non electrical machinery, electrical 
machinery, electronics equipments, motor vehicles, other transport 
equipment and communications sectors had achieved growth rate more 
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than the economy wide growth rate and contribution by technological 
changes was also positive for all these sectors. Positive contribution 
to output change by technological change was associated with both 
positive productivity and substitution effects in these sectors. However, 
during the second half of 1980s, the situation was different. Positive 
growth rate and contribution of technological change was associated 
with positive productivity effect in case of electrical machinery, rail 
transport, road transport and electricity sectors but positive substitution 
effect in non electrical machinery and equipments, transport 
equipments, other manufacturing, and communications sectors. The 
implications of these productivity and substitution effects have been 
pointed out earlier. 

The iron and steel sector had positive output growth but negative 
technological changes associated with both negative productivity and 
substitution effects. In case of the non ferrous metal sector, positive 
growth of output and the contribution of technological change was 
associated with positive productivity and negative substitution effects 
in the first period but diametrically opposite negative productivity 
and positive substitution effect in the second period. 

Electricity sector had positive output growth and technological 
change asiociated with positive productivity and negative substitution 
effects in the first period but negative productivity and positive 
substitution effects in the second period. 

In the textiles group, positive output growth but negative 
technological changes were associated with both negative productivity 
and substitution effects in the cotton textiles sector while these effects 
were positive in the silk textiles sector. In the case of Woolen textiles 
positive output growth and technological changes were associated 
with both positive productivity and substitution effect but in case of 
other textiles negative productivity effect was very pronounced. In 
1980s, except woollen textiles, rest of the three textiles group had 
positive output and technological change associated with both positive 
productivity and substitution effects. 

In case of energy sector such as petroleum products, the positive 
output and technological change were associated with positive 
substitution effect and negative productivity effect in the first period 
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but positive productivity and negative substitution effects in the 
second period. 

In case of agriculture and allied sectors, cereals experienced 
positive output but negative technological change associated with 
negative productivity and positive substitution effects in the first 
period but improved to all positive change in the second period. 

Section IV : Structural Change in the Indian Economy 
in the 1990s 

Against the backdrop of the results obtained for the 1980s, an 
attempt has been made in this section to throw preliminary insights 
on the possible structural changes in the Indian economy in the post- 
reform period. For this purpose, the period choosen is 1989-90 to 
1996-97. 

In 1991, the problems of mounting fiscal deficits, balance of 
payment crisis, inflationary pressures, unfavourable technological 
change and above all the unsustainable growth realised in the 1980s 
led the Government of India to pronounce a New Economic policy. 
The New Economic Policy (1991) has aimed at two broad measures, 
one pertaining to structural reforms, and other to stabilisation measures 
with the objective of improving productivity and efficiency in the 
economy. Accordingly, a large number of government induced entry 
restrictions, licensing requirements and other regulations in factor 
and product markets, and the external sector have been simplified 
and liberalised in order t o  improve productivity , induce efficiency 
and strengthen the long run growth prospects of the economy. 
Although it is premature to draw any firm conclusion by drawing on 
the experience so far, the analysis conducted in this exercise tries to 
pick up the early signals on technological change in the post-reform 
period within the framework of input-output system. 

Before, elaborating on the results, a caveat is in order. The input- 
output data used in this section have been drawn from the planning 
commission's Technical Note to the Eighth Five Year Plan which 
provides the projected input-output tables for the terminal year of 
the Eighth Five Year Plan i,c. 1996-97. It may be noted that the 
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projected input-output tables for the Eighth Plan are based on certain 
historical trends, actual deveIopments in initial year of structural 
reforms, and future targets and perceptions in regard to macro- 
economic variables as well as microeconomic developments in the 
economy. Therefore, our results and conclusions are only reflective 
in nature and spirit. Besides, it is worth to analyse the changes in 
the structure of the economy as perceived by the planning experts of 
our country. Such an analysis could facilitate our effort to compare 
the macro and micro projections with the actual developments as 
and when detailed data are available on them. 

On the basis of basic input-output data for the year 1996-97, 
the annual average growth rate of gross output of the economy has 
been estimated at 8.13 percent, more or less similar to that in the 
1980s (see table 2). The degree of intermediation represented by inter- 
industry demand as proportion of gross output for the year 1996-97 
has been worked out to be 50.38 percent, an increase of 4.96 
percentage points from that in the year 1989-90 with an average 
annual growth rate at 10.84 percent. With respect to macro economic 
indicators, the share of private consumption has been estimated at 
35.63 percent in gross output in 1996-97, with an average annual 
growth rate of 6.85 percent. Government expenditure for 1996-97 
has been estimated at 6.95 percent with average growth rate of 
9.63percent, a little less than that in 1980s. But the share of 
investment in gross output is estimated to come down to 8.08 percent, 
nearly 4 percentage points less than that in 1980s. On the otherhand, 
export could go up from 4.72 percent of gross output in 1989-90 to 
7.70 percent of gross output in 1996-97, with an average growth rate 
of 23.80 perecent. Similarly, imports could increase their share to 
8.99 percent of gross output in 1996-97, compared to 6.28 percent 
in 1989-90, with average growth rate of 18.82 percent during 1989- 
90 to 1996-97. Estimates of sector wise growth rate of output have 
been provided in table 1. In the following we analyse the results of 
the decomposition analysis. 

The results reveal some notable features of structural change in 
the Indian economy during 1990s (i.e. 1989-90 to 1996-97). No doubt, 
private consumption has still remained as the major source of output 
growth during this period by contributing 62.65 percent (table 3). 
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The share of increased investment to output growth has been re,- 
duced to half of that in 1980s i.e. 14 percent. On the other hand, 
contributions to output growth by increased public expenditure (10.41 
percent) and export (8.44 percent) have remained more or less un- 
changed from those in the 1980s. But the most welcome develop- 
ment has been with regard to import substitution and technological 
change. The negative impact of import substitution has come down 
to 1 percent in 1990s, from -9.94 percent in the second half of 1980s.. 
The contribution to output growth due to technological change has 
been estimated positive at 5.66 percent, compared to its negative 
contributions in the 1980s. 

It may be noted that across the various sectors, contributions to 
output growth by private consumption, government expenditure, and 
investment has been positive for all the sectors (table 4.3). In case of 
exports, its contributions to output growth has been positive for all 
but two sectors such as cement, and non metallic minerals. Positive 
contribution to output growth due to import substitution was notably 
in some of the minerals, basic metals, and machinery sectors. 

Positive contributions of technological change were estimated 
in respect of crude petroleum and natural gas, and miscellaneous 
minerals, some of the agro-processing industries such as wood 
products, rubber products, plastic products, leather products, basic 
metals, and machinery. 

Further, technological changes in metals and machinery sector 
have been accompanied by both positive productivity and substitution 
effects in the 1990s so far (table 5). This shows that technological 
change in the Indian economy has moved in favour of capital intensive 
metal and machinery sectors which is an essential element of the 
strategy to high growth path. Such a course of techno~ogical 
development across the sectors have been analysed by Kuznets (1966) 
and Chenery (1968). 

Section V : Conclusion 

The results of this paper support the structuralist's contention 
that technological change could not have been an important source 
of output growth in the Indian economy in 1980s. In fact, the estimates 
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revealed that impact of technological change as a source of output 
growth was negative in the Indian economy during the 1980s. The 
negative impact was substantially higher at 12 percent in the first 
half period but reduced to one third of this figure i.e 4 percent in the 
second half period of the 1980s. In view of sector-wise developments, 
broad conclusion is that positive output growth and contribution of 
technological changes were associated with both positive productivity 
and substitution effect in metal and machinery sectors. The rest of 
the sectors did not have perceptible technological changes and 
consequently the economy wide contribution of technological change 
to output growth was substantially negative in the first period. In the 
second period, the positive output growth and contribution of 
technological changes in the metal and machinery sectors were largely 
due to positive substitution effect indicating technological change in 
rest of the sectors in favour of the metal products and machinery 
sectors. However, the course of this change was not sufficient to 
offset the economy wide negative impact of technological change on 
output growth in the economy. Further research into sector specific 
input ;intensity changes can answer clearly the way the sectoral 
developments took place in the 1980s. 

In the 1990s, so far two notable developments have been the 
marginalisation of negative impact of imports, on the one hand, and 
positive impact of technological change on output growth of the Indian 
economy, on the other. It may be pointed out that positive technological 
change in favour of growth oriented capital machinery and metal 
product industries leads to strengthening of inter-industry linkages 
and implies better long run growth prospects for the economy. 
However, our results and conclusion are only reflective because of 
the very nature of the input-output data relating to the year 1996-97. 

As far as the limitations of this study are concerned, they are 
related to planning commission's input-output tables which are only 
partial in coverage in respect of the actual development in the 
economy. Secondly, since the input-output models are cast in cross 
section framework, our study is subject to all the limitations of cross 
section analysis. In future, such an exercise can be carried out when 
actual input-output tables compiled on the basis of four digit level 
detailed factory sector data are available from the Central Statistical 
Organisation. 
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Notes 

1. Seminal publications in this field include Solow (1956), Kuznets (1966), Chenery 
(1968) and Romer (1986). 

2. For such a view see Krueger (1992). She gives an excellent account of basic real 
world problems relating to transport services, telephone lines, gas distribution, water 
supply, road maintenance and so on in developing countries including India. A 
transport undertaking can increase its income in real terms not by changing technology 
and by improving the quality of it's service but by increasing the freight rates more 
than that warranted by increase in cost of fuels and general price level. Dhawan and 
Saxena (1992) have also found the insignificant contribution of technological change 
to output growth of the Indian economy in 1968-69 to 1983-84. 

3. By simplification, it can be seen that this import substitution parameter is nothing 
but the ratio of domestic supply to domestic demand for a commodity. This is the 
standard way of postulating competitive imports which have been considered, for 
instance, by Forsseell (1985), Urata (1988) and Fujita and James (1991). 

4. For a critical examination of the economic background of RAS approach see Lecomber 
(1975), Miernyk (1977), Lynch (1986), Rose (1989) etc. 

5. Gross Output in Input-Output terminology need not be confused with macro-economic 
terms such as GDP or GNP. 

6. See Morrison and Smith (1969) for the efficiency of RAS procedure. 

7. Additional information on sector specific labour and capital coefficients can decompose 
productivity growth in a sector further into the productivity of labour and capital 
inputs. 
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RESERVE BANK OF INDIA OCCASIONAL PAPERS 



STRUCTURAL CHANGE IN THE INDIAN ECONOMY 

Table - 4.1 
Decomposition of output change between 1979-80 to 1984-85 (in per cent) 

Sectors Private Govt. Invest- Export Import Techno- Total 
consump- expen- ment Substi- logical 

tion diture tu tion Changes 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

1. Cereals 84.58 0.96 19.37 -0.87 2.62 -6.67 100 
2. Fibre Crops 64-85 -14.21 3.88 2.78 67.90 -25.21 100 
3. Tea &Coffee -31.26 -0.55 -4.88 -28.38 37.81 127.26 100 
4. Other Crops 71.91 0.36 9.34 -3.18 -107.49 129.06 100 
5. Animal Husbandry 68.80 2.34 6.45 -1.32 -182.50 206.24 100 
6. Forestry & Logging 88-30 0.56 -56.11 0.22 9.08 57.95 100 
7. Fishing -229.72 5.39 15.74 3.41 18.24 286.94 100 
8. Coal & Lignite 74-05 18.74 120.20 14.37 -20.92 -106.45 100 
9. C ~ d e  Petroleum & N.C. 7-76 1.43 1.32 23.92 67.14 -1.57 100 
10. Iron Ore 2.10 -0.64 1.97 -10.05 95.07 11.54 100 
1 I. Uther Minerds 16.69' -1.96 III.35 15.79 -102.20 60.36 100 
12. Sugar 149.42 1.95 -33.73 -3.80 1.00 -14.84 100 
13. Khandsari, Gur & Boor 83.97 0.04 2.65 -0.08 15.24 -1.82 100 
14. Other Food & Beverag 87-01 1.68 28.53 -27.21 -7.10 17.09 100 
15. Cotton Textiles -2.57 -21.09 -41.18 2.40 207.86 -45.42 100 
16. Art Silk & Synth. Textiles 73.26 -0.18 -3.48 -0.82 35.15 -3.94 100 
17. Woollen Textiles -82.50 -93.30 118.17 23.80 224.34 -90.52 100 
18. Other Textiles 60.94 -2.71 -11.58 8.45 44.51 0.40 100 
19. Wood & Wood Product 33.04 -10.88 -126.43 -0.47 352.22 -147.49 100 
20. Paper & Paper Product 42.47 11.19 4.68 6.23 84.40 -48.97 100 
21. Leathre & Leather Product 85.65 5.02 -63.91 14.35 107.43 -48.54 100 
22. Rubber Products 106.67 -5.87 45.35 20.11 -1.09 -65.17 100 
23. Plastic Prtoducts -323.39 25.79 -35.47 41.41 -708.91 1100.57 100 
24. Petroleum Products 64.12 11.74 8.17 6.19 -33.30 43.09 100 
25. Coal Tar Products 16.51 2.07 44.45 3.30 49.53 -15.87 100 
26. Fertilisers -166.53 0.22 -79.39 -28.37 8.03 366.03 100 
27. Pesticides 11927.30 189.81 -212.42 5099.70-12239.24 -4665.15 100 
28. Synth. Fibre & Resin 1.71 -7.47 -4.43 0.91 -17.58 126.85 100 
29. Other Chemicals 22.66 -1.37 9.56 6.61 -22.10 84.63 100 
30. Cement -33.03 19.48 -473.19 -41.53 844.02 -215.75 100 
3 1. Other Non Met. Minera 266.64 16.51 -370.78 -350.70 270.67 267.65 100 
32. Iron & Steel 3.03 -0.92 16.36 -1.04 33.02 49.54 100 
33. Non Ferrous Metals 2.06 3.22 -0.28 11.62 -86.66 170.04 100 
34. Non Electrical Mach. 4.90 0.03 62.20 5.93 0.13 26.82 100 
35. Electrical Machinery 9.91 0.08 34.76 -0.04 26.59 28.69 100 
36. Rail Equipments 84.21 -6.57 -88.08 -19.00 176.70 -47.26 100 
37. Motor Vehicles 10.11 -24.38 67.99 3.19 -0.90 43.98 100 
38. Other Transport Equip. 33.82 -6.77 36.12 -1.48 29.49 8.82 100 
39.Electronic&Comm.Equip. 50.53 12.58 16.75 -0.81 18.52 2.43 100 
40. Other Manufacturing -89.35 88.42 60.93 -64.73 -107.57 212.30 100 
41. Rail Transport Service 106.63 -8.32 24.71 10.50 -18.39 -15.12 100 
42,OtherTransportService 124.93 -1.62 17.14 17.23 3.53 -61.20 100 
43. Electricity 48.33 36.$5 18.46 6.25 -24.11 14.42 100 
44. Construction 22.84 -8.68 168.72 3.63 -16.45 -70.06 100 
45. Communicetion 20.28 94.43 - 5."76 7.02 -42.67 15.18 100 
46. Other Serviccs 138.91 81.45 39.12 52.54 -41.26 -170.77 100 

Total for cconomy 66.57 10.26 34.91 8.98 -8.67 -12.05694 100 
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Table - 4.2 
Decomposition of output change between 1984-85 to 1989-90 (in per cent) 

Sectors Private Govt. Invest- Export Import Techno- Total 
consump- expen- ment Substi- logical 

rion diture , tution Changes 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

1. Cereals 70.98 -0.60 1.20 1.35 1.52 25.55 100.00 
2. Fibre Crops ' 85.96 0.33 -5.72 20.00 0.12 -0.68 100.00 
3. Tea & Coffee -97.39 -1.06 23.38 191.82 -25.22 8.46 100.00 
4. Other Crops 117.03 3.46 3.29 12.35 5.94 -42.07 100.00 
5. Animal Husbandry 80.44 3.50 24.32 5.64 -1.94 -11.97 100.00 
6. Forestry & Logging 78.57 1.54 -5.51 -2.13 -3.11 30.62 100.00 
7. Fishing 105.91 7.35 2.61 47.02 1.69 -64.59 100.00 
8. Coal & Lignite 84.83 27.10 -25.05 25.80 -56.85 44.17 100.00 
9. Crude Petroleum & N.C. -18.35 -3.15 -4.51 4.10 109.19 12.72 100.00 
10. Iron Ore 6.36 3.30 11.30 85.37 -16.81 10.48 100.00 
11. Other Minerals 14.95 5.87 19.27 31.15 -5.88 34.64 100.00 
12. Sugar 66.27 -0.11 26.44 -0.59 7.20 0.80 100.00 
13. Khandsari, Gur & Boor 187.76 -0.05 2.28 -0.04 -0.08 -89.87 100.00 
14. Other Food & Beverag 197.39 2.14 -47.11 5.43 51.11 -108.95 100.00 
15. Cotton Textiles 68.38 -0.10 2.51 5.51 0.08 23.62 100.00 
16. Art Silk & Synth. Textiles 47.71 0.00 8.58 2.12 2.14 39.45 100.00 
17. Woollen Textiles 106.56 -10.01 9.19 16.94 -2.48 -20.20 100.00 
18. Other Textiles 23.92 1.46 18.91 48.04 1.13 6.54 100.00 
19. Wood & Wood Product -24.33 -4.59 4.93 -7.14 7.99 123.14 100.00 
20. Paper & Paper Product 30.87 15.32 1.40 5.17 15.64 31.61 100.00 
21. Leathre & Leather Product -45.40 -4.51 4.89 106.53 -1.75 40.23 100.00 
22. Rubber Products 76.90 6.46 11.43 40.60 -3.11 -32.27 100.00 
23. Plastic Prtoducts -26.31 0.35 50.15 12.26 -1.06 64.61 100.00 
24. Petroleum Products 71.12 12.01 19.93 24.93 -31.09 3.71 100.00 
25. Coal Tar Products 42.62 24.61 -44.22 16.44 -81.69 142.25 100.00 
26. Fertilisers 12.93 1.12 -2.81 0.64 38.14 49.99 100.00 
27. Pesticides 12.73 -0.02 0.80 5.41 5.41 75.68 100.00 
28. Synth. Fibre & Resin 38.88 0.28 59.15 4.95 12.62 -15.87 100.00 
29. Other Chemicals 136.64 16.55 4.04 21.33 -5.05 -73.52 100.00 
30. Cement 14.21 15.49 -1.95 9.37 3.48 59.40 100.00 
31. Other Non Met. Minera -497.00 -140.89 10.53 -957.06 57.92 1626.51 100.00 
32. Iron & Steel -52.14 -27.06 -142.96 -25.05 138.1 1 209.10 100.00 
33. Non Ferrous Metals 446.73 101.11 524.48 228.36 -1533.11 332.43 100.00 
34. Non Electrical Mach. 20.39 11.68 212.71 29.80 -142.59 -31.99 100.00 
35. Electrical Machinery 0.43 1.71 61.06 5.94 -10.03 41.76 100.00 
36. Rail Equiprnents 0.61 0.92 34.03 1.73 0.77 61.93 100.00 
37. Motor Vehicles 33.74 24.08 157.69 19.32 -24.75 -110.08 100.00 
38. Other Transport Equip. 42.48 5.07 165.96 33.87 -103.70 -43.69 100.00 
39. Electronic & Comm. Equip. 16.26 -2.03 69.35 10.57. 2.00 3.85 100.00 
40. Other Manufacturing 45.78 8.36 30.16 3.16 -13.08 24.86 100.00 
4 1. Rail Transport Service 12.78 27.99 32.57 46.39 -18.56 -1.17 100.00 
42. Other Tnnsport Service 27.18 6.99 4.27 15.44 -18.87 64.98 100.00 
43. Electricity 37.63 10.18 12.10 7.62 -4.40 36.87 100.00 
44. Construc~ion 43.10 62.90 35.13 6.42 -2.34 -45.21 100.00 
45. Communication 202.80 -91.38 17.58 33.56 -35.74 -26.82 100.00 
46. Othcr Services 72.89 26.96 12.39 8.86 -1.56 -19.55 100.00 

Total 68.2125 12.4575 20.1833 13.351 7 -9.9371 -4.2670 100.0000 
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Table - 4.3 
Decomposition of output change between 1989-90 to 1996-97 (in per cent) 

Sectors Private Govt. Invest- Export Import Techno- R~tal 
consump- expen- men? Substi- logical 

tion diture tution Changes 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

1. Cereals 100.79 1.24 1.13 
2. Fibre Crops 171.59 1.29 9.02 
3. Tea & Coffee 68.44 0.64 0.83 
4. Other Crops 118.48 1.52 4.55 
5. Animal Husbandry 106.77 1.36 4.63 
6. Forestry & Logging 67.75 6.38 6.17 
7. Fishing 82.14 2.32 0.63 
8. Coal & Lignite 68.59 12.43 66.84 
9. Crude Petroleum & N.Gas 23.66 3.72 3.62 
10. Iron Ore 26.00 10.34 39.95 
11. Other Minerals 19.08 4.66 7.25 
12. Sugar 87.74 0.58 0.23 
13. Khandsari, Gur & Boor 157.18 1 .I0 1.44 
14. Other Food & Beverage 97.57 0.91 1.19 
15. Cotton Textiles 71.25 0.38 4.11 
16. Art Silk & Synth. Textiles 109.25 0.20 2.51 
17. Woollen Textiles 92.33 0.26 0.69 
18. Other Textiles 79.71 4.21 9.62 
19. Wood & Wood Product 21.85 6.21 7.69 
20. Paper & Paper Product 70.15 35.78 14.97 
21. Leathre & Leather Product 23.87 0.04 21.71 
22. Rubber Products 29.44 3.00 38.25 
23. Plastic Prtoducts 40.37 2.18 6.52 
24. Petroleum Products 74.92 12.00 10.86 
25. Coal Tar Products 22.38 6.92 14.05 
26. Fertilisers 110.30 2.10 2.98 
27. Pesticides 92.10 1.41 5.72 
28. Synth. Fibre & Resin 22.67 0.32 4.85 
29. Other Chemicals 59.76 7.20 12.64 
30. Cement 19.57 8.03 2.75 
31. Other Non Met. Mineral 63.01 6.31 6.78 
32. Iron & Steel 13.86 5.48 21.86 
33. Non Ferrous Metals 19.81 6.04 26.62 
34. Non Electrical Mach. 7.93 2.93 60.14 
35. Electrical Machinery 16.80 2.91 49.66 
36. Rail Equipments 18.87 3.54 34.41 
37. Motor Vehicles 25.15 10.50 34.75 
38. Other Transport Equip. 44.70 1.90 41.74 
39. Electronic & Comm. Equip. 25.96 1.14 23.50 
40. Other Manufacturing 37.06 16.79 21.84 
41. Rail Transport Service 79.53 13.08 22.79 
42. Other Transport Service 79.04 9.80 6.91 
43. Electricity 47.92 14.26 130.48 
44. Construction 23.73 11.14 2.26 
45. Communication 66.76 18.38 7.78 
46. Other Services 58.36 24.54 6.04 

Total 62.6499 10.4057 14.0348 
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Table - 5 
Productivity and Substitution Effects (in per cent) 

Period 1979-80 Period 1984-85 Period 1989-90 
to 1984-85 to 1989-90 to 1996-97 

Produc- Substi- Produc- Substi- Produc- Subsri- 
tivity tution tivity tution tivity tution 

Sectors effect effect effect effect effect effect 

(1) (2) (3) (4) (5) (6) (7) (8) 

1. Cereals 8.77 -25.57 37.31 38.20 30.01 -11.82 
2. Fibre Crops 83.04 3.7 103.12 -9.50 57.62 33.81 
3. Tea & Coffee -56.85 -83.7; -49.76 11.06 22.37 7.45 
4. Other Crops 43.97 42.89 148.32 -22.99 -36.76 -62.58 
5. Animal Husbandry 0.69 114.02 -8.42 -27.88 21.58 -42.30 
6. Forestry & Logging -25.56 -31.87 -18.41 344.54 - 17.66 -17.47 
7. Fishing -54.05 -9.80 -23.98 -34.25 208.26 34.44 
8. Coal & Lignite -29.16 -27.28 128.55 3.69 -36.42 47.40 
9. Crude Petroleum & N. Gas -68.59 -21.59 120.92 -14.56 -16.09 32.11 

10. Iron Ore -71.58 -19.51 80.41 63.82 36.52 -60.27 
11. Other Minerals -64.31 37.23 78.27 40.69 6.41 122.77 
12. Sugar -2.80 -69.89 1.14 155.57 -34.53 122.40 
13. Khandsari, Gur & Boora -13.15 -25.59 -3.76 434 10 -23.58 -61.74 
14. Other Food & Beverage Inc. -4.75 -51.43 0.85 -45.58 22.53 14.36 
15. Cotton Textiles -11.88 -11.47 12.57 56.08 -4.74 41.86 
16. Art Silk & Synth. Textiles 83.48 1.70 11.04 1351.70 -20.99 -29.53 
17. Woollen Textiles 12.61 44.20 -17.66 4.73 -18.21 13.17 
18. Other Textiles -19.29 2.66 3.10 12.23 1.05 -52.84 
19. Wood Sr Wood Products 39.47 404.24 1.99 -83.06 -11.99 91.49 
20. Paper & Paper Products 24.37 41.08 -14.37 57.15 10.29 -22.13 
2 1. Leather & Leather Products -11.39 -34.30 5.46 63.34 6.68 68.60 
22. Rubber Products -6.81 85.25 -4.46 -28.01 -36.15. 8.71 
23. Plastic Products 5.28 -94.00 -12.79 236.92 71.10 38.78 
24. Petroleum Products -14.31 29.36 7.46 -2.19 29.17 16.61 
25. Coal Tar Products 0.90 -25.48 12.53 5.23 -40.92 -34.38 
26. Fertilisers 27.46 -48.17 2.89 33.65 -11.67 28.87 
27. Pesticides 13.33 18.97 -17.39 -23.28 -8.35 20.02 
28. Synth. Fibre & Resin 0.49 -44.64 -8.93 -34.23 -38.74 300.91 
29. Other Chemicals 30.39 41.63 -12.50 14.34 -12.01 -19.87 
30. Cement 7.77 9.20 -23.18 52.74 6.18 28.55 
31. Other Non-Met. Mineral Products 12.66 -2.52 -17.46 -50.52 5.19 72.16 
32. Iron & Steel 10.75 84.36 -13.97 -35.38 24.61 21.86 
33. Non-Ferrous Metals 37.05 -73.39 -8.75 1.12 37.29 -6.47 
34. Non-Electrical Machinery 21.26 29.22 -6.59 -27.20 16.32 72.50 
35. Electrical Machinery 8.49 32.30 -27.17 123.15 20.63 67.48 
36. Rail Equipments -8.24 -34.31 -29.82 169.68 -46.21 85.50 
37. Motor Vehicles 8.26 265.24 -11.68 -53.67 -7.73 52.46 
38. Other Transport Equipment 34.88 49.06 -40.96 -10.84 66.50 43.87 
39. Electronic & Common Equipment 16.06 38.51 -21.26 2.46 18.84 78.24 
40. Other Manufacturing 24.19 1181.06 -6.70 36.21 0.26 -39.09 
4 1. Ral  Transport Service 25.39 -1.37 3.04 -2.39 76.94 -44.19 
42 Other Transport Service -33.70 -34.59 20.79 51.24 44.91 -12.92 
43 Electricity -10.14 42.54 23.79 -3.89 43.60 -91.19 
44 Conctruction -15.25 -61.85 -4.95 - 6 0 5  20.31 610.83 
45 Crjrnrnun~cation 49.68 13.66 -11.91 357.63 209.44 -11.65 
46 Other Serv~ces - -7.86 -4.33 -30.83 -21.04 10.53 -13.33 
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Movements in Exchange Rate of Rupee - 
Market Behaviour 
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The  objectives of this paper are to  examine the causes of sharp 
movements i n  exchange rate during the last quarter of 1995. This paper has 
tried to test the hypotheses of (i) no shift in volatility of exchange rate and 
(ii) no shift in billing pattern of exports. The statistical methods employed 
for testing these hypotheses are the non-parametric test and the chi square 
test (contingency table). The volatility test based on daily Rupee - Dollar 
exchange rate and monthly REER reveal that there was a significant increase 
i n  volatility during September 1995 to December 1995 as compared with the 
earlier period. This  was coincided with a significant shift i n  export billing 
pattern towards collection. 

Introduction , 

The Indian Rupee was allowed to float in the foreign exchange 
market since March 1, 1993 under the modified Liberalised Exchange 
Rate Management System (LERMS). From the same date, the Re- 
serve Bank of India (RBI), stopped quoting the official exchange 
rate of the Rupee. India also accepted the article VIII obligations of 
International Monetary Fund in August 1994, thereby making the 
currency convertible on current account. The value of Rupee vis-a- 
vis major international currencies remained fairly stable since the 
beginning of 1993 till the middle of August 1995. Thereafter, the 
Rupee began to depreciate sharply. RBI intervention in the market 
coupled with monetary policy measures stemmed the depreciation 
for some time but the slide began once again in December 1995, 
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requiring further RBI intervention and policy measures. Sharp varia- 
tion in exchange rate over a short period of time has undesirable 
economic consequences. It affects the profitability of the businesses 
having foreign exchange exposure, such as importers, exporters, in- 
vestors and borrowers. With growing integration of financial mar- 
kets in India, shocks in one segment of the market affect the other 
segments thereby influencing the domestic commercial activity. Sta- 
bility of exchange rate is important for growth of foreign trade and 
investment inflows. Maintaining stable external value of Rupee is 
also one of the prime objectives of RBI. This paper attempts to ex- 
amine the causes of sharp movements in exchange rate in India in 
the recent period. The paper also tests the hypotheses of no shift in 
volatility in the year 1995 and no shift in billing pattern of exports 
during the two sets of period under study which could be interrelated 
as a change in billing pattern is expected to cause a change in 
realisation pattern as well. 

According to the exchange control regulations, an exporter has 
to declare the exports in the prescribed forms viz. GR / PP / VP / 
COD I SOFTEX as may be appropriate; the first two forms contain 
an undertaking of the exporter to repatriate the proceeds within the 
prescribed period i.e. six months from the date of shipment or the 
due date, whichever is earlier. Exporters can realise their export pro- 
ceeds by surrendering their export bills with the banker for negotia- 
tion under letter of credit, for purchase of their sight bills or dis- 
counting of their usance bills. Under the LIC arrangement there is 
no involvement of bank funds. However, in the case of discounting I 
purchase of the bill the credit angle assumes significant importance. 
Alternatively, the exporter may send the bill for collection through 
his banker wherein there is no involvement of bank funds unlike the 
bill discounted 1 purchased. This method of billing gives flexibility 
to the exporter to realise bills according to his convenience. While 
in  the case of export bills negotiated, purchased or discounted, the 
credit is immediately given to the customers' account pending 
realisation of the relative bills, in the cases of collection, the cus- 
tomers' account is credited only after the realisation of proceeds. 
The exchange risk in the latter case is borne by the exporter. The 
existing provision of 180 days for realisation of the proceeds pro- 
vides an indirect opportunity to the exporter to maximise his gains 
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out of exchange rate movements depending on his perception of fu- 
ture exchange rate. The time limits for realisation of export proceeds 
in some selected countries who 'have accepted article VIII obliga- 
tions but impose some restrictions on export proceeds are presented 
in Appendix I and a list of India's export competitors in major com- 
modities is given in Appendix XI. The provision of post shipment 
credit at concessional rates provided yet another arbitrage opportu- 
nity to exporters if the forward premium was higher than the 
subsidised interest rate. 

This paper has seven sections. Next section discusses the data 
used in this paper. Section 111 discusses certain developments in the 
external sector depicting foreign trade position and policy measures 
taken by RBI during the volatile period. The section IV discusses 
various economic theories of exchange rate determination and gives a 
brief survey of existing literature on volatility. In section V, metho- 
dology for the present study is explained. The empirical findings are 
discussed in section VI and conclusions are presented in section VII. 

Section I1 : Data Source 

The data on foreign exchange reserves, Nominal Effective Ex- 
change Rate (NEER) and Real Effective Exchange Rate (REER) in- 
dices and daily Rupee-Dollar exchange rate were collected from the 
various issues of RBI Bulletin. The data on foreign trade were col- 
lected from monthly publications of Directorate General of Com- 
mercial Intelligence and Statistics (DGCI&S). The analysis of export 
billing pattern was based on the sample data of some of the branches 
of authorised dealers (A.D.) in foreign exchange. The A.D.s were 
chosen on the basis of their export business during April-September 
1994. The sample branches of the selected A.D.s chosen in the study 
account for approximately one-fourth of the total export realisation 
in the country. The data culled out from these branches for the pe- 
riod from September 1995 to December 1995 and the corresponding 
period of 1994 were processed to test the hypothesis of no shift in 
billing pattern and also to analyse their trends. 
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Section I11 : Recent Trends in External Payments Situation 
and Excharige Rate 

The foreign capital inflows on account of Global Depository 
Receipts (GDRs), Foreign Currency Convertible Bonds (FCCBs) and 
portfolio investment by Foreign Institutional Investors (FIIs) which 
came in substantial order in 1993 and till October 1994 started fall- 
ing from November 1994 onwards mainly due to slump inlthe do- 
mestic capital market. During this period, the Reserve Bank bad to 
resort to purchase of surplus foreign exchange in the market with a 
view to preventing appreciation of the Rupee with the objective of 
maintaining the competitiveness of India's exports in the interna- 
tional market. This resulted in almost a stable exchange rate during 
this period. However, due to inflation rate differential between India 
and its major trading partners, the real effective exchange rate (REER) 
index showed some appreciation (graph 1). 

Graph - 1 
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Table 1: India's Foreign Trade and FII Investments 

(Rs. Crore) 

Month Exports * Imports * Trade Net FII 
Balance Investments 

April 1994 
May 1994 
June 1994 
July 1994 
August 1994 
September 1994 
October 1994 
November 1994 
December 1994 
January 1995 
February 1995 
March 1995 
April 1995 
May 1995 
June 1995 
July 1995 
August 1995 
September 1995 
October 1995 
November 1995 
December 1995 
January 1996 
February 1996 
March 1996 

*Source : Directorate General of Commercial Intelligence and Statistics. 

I n  May 1995, with a deterioration in trade account (trade deficit 
of Rs. 183 1 crore as against the trade surplus of Rs.160 crore in April 
1995) there was a reversal of market sentiment. As the Rupee started 
depreciating, importers were  expected to have prepaid their usance 
bills and resorted to more advance payments, thereby adding pres- 
sure to the normal demand. The expected depreciation resulted in 
increased demand for forward cover, which pushed up the forward 
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premia on foreign currencies. The high forward premia further en- 
couraged the exporters to postpone realisation of export proceeds 
and thereby worsened the demand and supply imbalance. FII net in- 
flow also came down from Rs.323 crore in October 1995 to Rs.169 
crore in November 1995, which was the lowest since January 1995. 
This trend reversed only in January 1996 when net investment by 
FII increased to Rs.997 crore as compared with only Rs.169 crore in 
November 1995 (Table 1). The FII net investment further increased 
to Rs.1566 by February 1996 which improved the supply position in 
the foreign exchange market and helped stabilise the exchange rate 
of Rupee. 

In order to stem the slide of Rupee, the RBI announced a series 
of measures in the nature of removing the concessional rates of inter- 
est on export credit under Post Shipment Credit in Foreign Currency 
(PSCFC) and by imposing surcharge on imports financed by banks. 
These measures helped to cool down the market to a certain extent. 
However, with the decline in FII investment due to the sluggish stock 
market and a general increase in exchange demand, Rupee continued 
to slide vis-a-vis other foreign currencies. A number of other factors 
which could have played a role in this episode were; lack of depth in 
the forex market, a prolonged period of stable exchange rate which 
might have encouraged importers to keep their exposure unhedged, 
increase in gold import, and the decision to meet exchange require- 
ment for debt service payments from the market. The depreciation of 
Rupee continued for a few weeks until RBI announced a package of 
measures to stemie speculation in the market. Some of the specific 
measures were; increase in the interest rate on NRE deposits from 10 
to 12 per cent, exemption of banks from maintaining CRR on Foreign 
Currency Non-Resident (Banks) and Non-Resident (Non-Repatriable) 
Rupee deposits, reduction of CRR requirement on NRE deposits from 
14 to 10 percent, restriction on export credit refinance, freeing of 
interest rate on the post shipment credit denominated in Rupee, intro- 
duction of surcharge of 15 per cent on all imports financed by banks, 
and closer monitoring of forward contracts. 

While the above policy measures helped to improve the 
realisation of export proceeds, RBI also intervened in the forex rnar- 
ket in order to reverse the slide of Rupee. India's foreign exchange 
reserves including gold and Special Drawing Rights (SDRs) stood at 
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$21.55 billion on January 5, 1996 as against a level of $23.26 bil- 
lion a year ago. The foreign currency assets also fell to $17.08 bil- 
lion on January 5, 1996 as compared with $19.22 billion a year ago. 
The intervention by RBI led to sharp increase in  call money rates 
(refer graphs 4 and 5) indicating the linkage between the forex mar- 
ket and the money market. 

Section IV : Theoretical Framework 

Exchange rate of a currency is a price, which is determined by 
demand and supply of that currency. Exchange rate fluctuates due to 
various factors. Some of the factors can change rapidly depending. 
on expectations of market participants and therefore can cause sharp 
changes in the exchange rate in the short run. These factors may be 
temporary in nature and may have little relevance for a longer time 
planning horizon. In this paper the focus is on the short term analy- 
sis wherein demand - supply gap and market news1 information play 
a crucial role in the determination of exchange rate of currency. The 
traditional theories based on trade flows and purchasing power par- 
ity are important in explaining exchange rate movements in the long 
run. Modern exchange rate theories, viz. monetary approach and port- 
folio balance approach, instead focus on the importance of capital 
markets and international capital flows to explain the short run vola- 
tility of exchange rate and its tendency to overshoot the long run 
equilibrium level. Monetary approach lays stress on the role of money 
in the determination of exchange rate and ignores trade factors as 
the important determinants of exchange rate. The portfolio balance 
theory differs from the monetary approach in that domestic and for- 
eign bonds are assumed to be imperfect substitutes and the exchange 
rate is determined in the process of equilibrium between the total 
demand and supply of financial assets (of which money is only one) 
in each country. Starting from a position of portfolio of financial and 
trade balance, the portfolio balance approach postulates that an in- 
crease in home country's money supply leads to a decline in interest 
rate and a demand shift from domestic bonds and currency to for- 
eign bonds. This causes a depreciation of the home currency, leading 
to improvement in trade balance, and which in turn sets a reverse 
trend of exchange rate appreciation. Thus, the portfolio balance ap- 
proach also explains the overshooting phenomenon, but in contrast 
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to the monetary approach, it does so by explicitly bringing trade 
adjustments into the picture. 

It is essential at this stage to differentiate between volatility and 
misalignment in exchange rate. As Williamson (1985) has mentioned, 
volatility is a high frequency concept referring to a large change in 
exchange rate over a comparatively short period of time. Misalign- 
ment, on the other hand, refers to a state when exchange rate departs 
from its fundamental equilibrium value (however defined) over a 
protracted period of time. This theoretical distinction needs to be 
empirically ascertained before examining the factors which lead to 
exchange rate volatility. 

Domowitz and Hakkio (1985) investigated the existence of risk 
premium in foreign exchange market based on conditional variance 
of market forecast errors. They assumed that the forecast errors fol- 
low the autoregressive conditional heteroscedasticity (ARCH) pro- 
cess introduced by Engle (1982). This approach emphasizes on dis- 
tinguishing between inefficient market and a market where risk pre- 
mium is a function of time. ARCH models capture the two aspects 
of exchange rate, periods of quiescence followed by periods of tur- 
bulence, and fat tails (Friedman and Vandersteel (1982)). Among the 
various tests suggested in literature, non-parametric tests provide an 
efficient empirical framework to study the exchange rate behaviour. 
Diebold and Nason (1990) emphasized that conditional 
heteroscedasticity is frequently found in the prediction errors of lin- 
ear exchange rate model. However, it was not clear whether such 
conditional heteroscedasticity is a characteristic of a data generating 
process, or whether it indicates misspecification associated with lin- 
ear conditional mean representations. They addressed the question 
that "while statistically significant rejections of linearity in exchange 
rates routinely occur, no non-linear model has been found that can 
significantly outperform even the simplest linear model in out-of- 
sample forecasting". A number of explanations could be offered for 
this purpose. First, the non-linearities present may be in the nature 
of even-ordered conditional moments, and therefore, are not useful 
for point prediction. Second, in-sample non-linearities, such as out- 
liers and structural shifts may be present in the series which may 
lead various linearity tests to reject the null, while, being of no use 
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for out-of-sample forecasting. Lately a large number of parametric 
non-linear models (e.g. bilinear, threshold, exponential autoregressive) 
that have been tried as a plausible non-linear data generating process 
(DGP) are in fact a very small subset of class of non-linear DGPs. 
To resolve this puzzle, Diebold and Nason (1990) have underlined 
the importance of non-parametric models for studying the behaviour 
of exchange rate. 

The importance of non-parametric test for study of volatility 
arises from the fact that we are uncertain about the statistical distri- 
bution of exchange rate changes. It is a stylized fact that percentage 
change in exchange rate tend to follow leptokurtic (fat tailed, highly 
peaked) distributions. Westerfield (1977), for example, finds that the 
stable paretian distribution, with characteristic exponent less than two, 
fits the logarithm change of spot exchange rates better than the nor- , 

ma1 distribution. In a similar vein, Rogalski & Vinso (1977) suggest 
student's t distribution as a good approximation. It may well be that 
the distribution of exchange rate changes is normal but the variance 
shifts through time - perhaps according to the amount of news. This 
would give the exchange rates series in precentage change term the 
appearance of a stable leptokurtic distribution. Some evidence for 
such behaviour is provided by Boothe & Glassman (1987), who find 
that mixtures of normal distributions provide some of the best fits. 
Nachane and Ray (1993) have tested the hypotheses for Gaussianity 
and linearity using Subba Rao - Gabr tests. They observed that both 
these hypotheses were strongly rejected confirming leptokurtic and 
non-linear behaviour of exchange rates. Further, Nachafie and Ray 
(1993) have suggested the use of non-parametric frequency domain 
approach. This approach imbues the relevant series with a proper 
time series structure by treating each observation as a realisation from 
the distribution of a distinct random variable. 

Artis & Taylor (1994) stressed the importance of the distribu- 
tional properties of exchange rate changes in any volatility study. 
Studies that rely on simple variance measures implicitly invoke a 
normality assumption, the legitimacy of which is being challenged 
by growing number of studies (Boothe & Glassman, 1987). For ex- 
ample, it is conceivable that exchange rate changes at a certain fre- 
quency have Cauchy distribution, for which no finite moments of 
any order exist. To circumvent some of these problems, Artis & Taylor 
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(1994) employed non-parametric tests for volatility shifts, which do 
not require estimation of distributional parameters. Instead, exchange 
rate changes are ranked by size, and inferences are drawn with re- 
spect to the shape of the ranking. Intuitively, if a significant number 
of upper ranked percentage changes are recorded in the latter half of 
the sample period, an increase in volatility is indicated. Note, how- 
ever, that although the test procedure is non-parametric in the sense 
that no volatility measures are actually estimated, we have to choose 
an appropriate distribution for exogenous disturbances. 

Section V : The Methodology 

(a) Test for volatility : Let e, = logarithm of exchange rate at 
time t. 

In order to ensure an appropriate model specification for et we 
first tried linear model in e, with a shift variable z,, defined as 

zt = 1 for t < N, 0 otherwise. 

Although, this model was found to outperform other linear mod- 
els for sample data, the time series e, was found to be non-stationary 
with the coefficient of e,, being estimated to be equal to unity. Tak- 
ing first order difference series i.e. Ae, we found that it is stationary, 
indicating that et is an I(1) process with a break at time N. However, 
while plotting Aet values, it was found that a linear model would not 
provide a good fit which prompted us to go for a non-linear shift 
model. Under the circumstances, the following model as suggested 

b y  Artis and Taylor (1994) was chosen for the purpose of testing the 
shift in volatility of exchange rate. Therefore, for testing the hypoth- 
esis of no shift in volatility the hypothesis is, 

Aer = p +  O,E,  (1) 

where Ae, is change in the logarithm of the exchange rate at time t; 
p, a & p are unknown constant scalars, e, is independently and iden- 
tically distributed with distribution function F and density function f, 
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and z, is a binary variable reflecting the hypothesized shift in volatil- 
ity at time N + 1. 

Given equation (I), the null hypothesis of no shift in volatility is 

The test statistic takes the form 

where is the arithmetic mean of z, sequence of T observations and 
ut is defined as follows. Let r() be the rank of bei- that is, r(Aei) is 
the r(Aei)Ih smallest absolute change in the total sequence considered. 
Then 

Clearly, u, must lie in the closed interval [l/(T+l), T/(T+l)], for 
no ties in rank. The function a(.) in equation (4) is a score function 
and as defined by Hajek and Sidak (1967) it depends on the as- 
sumed density of &,. Hajek and Sidak (1967) define a class of func- 
tions that can be used in place of the score function in large samples, 
since a(.) may be difficult to evaluate in practice. If F is the as- 
sumed distribution function of &,, 

X 

F ( x )  = j f (u)du 
--m 

and if F-'(u) is the inverse of F, 

then the asymptotic score function,v(.) is defined (Hajek & 
Sidak, 1967) as 

y (u) = -F-' (u) [;:::;'] - 1.0 
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Under equation (I) ,  the statistic 

where y(.) will be asymptotically normally distributed. 

Under the null hypothesis, q will have a zero mean and vari- 
ance p2 (Hajek and Sidak (1967)). 

where 

Thus, for a given choice of F, the statistic (TIP) will be asymp- 
totically standard normal under the null hypothesis of no shift in 
volatility. Significantly negative values of q reflect a negative value 
for p in equation (2) implying an increase in volatility after the shift 
point while significant positive value of q imply a reduction in vola- 
tility. Although this test procedure is non-parametric in the sense 
that no volatility measures are actually estimated, we have to choose 
an appropriate distribution for et in implementing above procedure. 
To rninimise the risk of choosing an inappropriate distribution, Artis 
& Taylor (1994) used four well known kinds of distributions and 
assumed that the true distribution will be close to one of thern. Artis 
& Taylor (1994) believed that if quantitatively similar non-paramet- 
ric results are obtained for a range of assumed distributions, then the 
results may be said to be robust to this uncertainty. The four densi- 
ties correspond to normal, logistic, double exponential and Cauchy 
distributions. The density and asymptotic score functions as defined 
in equation (9) for these distributions are given in the Appendix 111. 
All of the chosen distributions were symmetric and both the double 
exponential and Cauchy distributions have fat tails. Further, all the 
four densities gave similar results. In view of this observation, we 
have chosen only one distribution viz., Cauchy distribution for E,. 
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For Cauchy distribution, the score function y(u) takes the following 
form. 

After simplifying, 

After substituting the function ~ ( u )  in equations (10) and (1 I), we 
get, 

and 

The test statistic ( q l p )  can then be computed with the help of these 
expressions. 

(b) Test for shift in Export billing pattern : The data com- 
piled from A.D. sources contains information on the manner in which 
the export proceeds are to be realised. These indicate whether the 
bill was negotiated, purchased, discounted or sent for collection. In 
the first three methods of billing, the exchange rate is determined at 
the time of recording the transaction. However, in a case where the 
bill is sent for collection, the exchange rate is determined on 
realisation of export proceeds. Exporters are free to enter into a for- 
ward contract to hedge against the exchange rate risk. 

It is expected that if an exporter intends to take advantage of 
the likely depreciation of the Rupee, he would delay the realisation 
of export proceeds by sending the bill for collection rather than ne- 
gotiating /discounting the bill with the banker. This phenomenon is 
sought to be investigated in the present study. For this purpose, the 
billing pattern during the period September 1995 to December 1995 
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was compared with that of the corresponding months of 1994. In 
order to test the hypothesis of no shift in billing pattern, we con- 
structed 2 x 4 contingency table for each month with 'year' as one 
attribute and 'type of bill' as another. The hypothesis was then tested 
using Chi - square test. A typical contingency table is as follows : 

Period \ Bill type Discount Collection Negotiation Purchase Total 
- - 

1994 OI I O12 '13 O14 ('1. 

1995 O21 O22 Oz, O24 O2. 
Total O.1 O.2 O 3 O4 0 

H, : There is no difference in billing pattern during the two time 
periods. 

Under the null hypothesis, the expected frequencies are com- 
puted as 

If Oij is the observed frequency in the (i,j)L" cell and Eij is the 
corresponding expected frequency, the test statistic is 

I f  x2 ,, > x2 lrb(3) null hypothesis is rejected, which would indi- 
cate that the billing patterns differ at the given level of significance. 
We have tested these hypotheses at 5 percent level of significance. 

Section VI : Empirical Findings 

The results of the testing of hypotheses of shift in volatility and 
billing pattern are discussed below : 

(a) Test of shift in volatility : We applied the volatility test 
to the Rupee-Dollar daily rate in the year 1995. The zt was defined 
using September 1, 1995 as the shift point. Under the null hypoth- 
esis of no shift in volatility, the test statistics ( q l p )  follows asymp- 
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totic standard normal distribution. The value of test statistic for daily 
exchange rate worked out to -6.76 indicating the rejection of null 
hypothesis. The negative value indicated that there was sufficient 
reason to believe that the volatility has increased since the shift point, 
i.e., September 1, 1995. 

The non-parametric test procedure for volatility as discussed ear- 
lier was also applied to t h e  NEER and REER indices computed us- 
ing export based weights. For this purpose, we collected monthly 
data from March 1993 to March 1996 for these indices. March 1993 
was chosen as the starting point since the decision to allow the Ru- 
pee to float was implemented from that month. September 1995 was 
considered as the break point to test whether the exchange rate has 
become more volatile afterwards. The value of test statistic (q lp)  
worked out to -2.12 for export weighted REER indicating the rejec- 
tion of the null hypothesis of no shift in volatility. The negatively 
significant value of test statistic leads to the conclusion that there 
was a significant shift in the volatility after September 1995 as com- 
pared with the earlier period. 

The value of test statistic for export weighted monthly NEER 
was -1 -49 indicating acceptance of null hypothesis (at 5 percent level 
of significance) of no shift i n  volatility, indicating that efforts to con- 
tain the Rupee slide did succeed to even out fluctuations in exchange 
rate on a monthly basis. 

(b) Test for shift in export billing pattern : From the table 2 
it is observed that the amount of export bills negotiated to the total 
amount of export bills handled by the sample A.D.s in the months 
of September to December 1995 (Volatile period) declined substan- 
tially to 22.8%, 16.2%, 22.5% and 24.7% from 30.5%, 20.9%, 31.6% 
and 24.8% respectively, in the corresponding months of the previous 
year. The export bills sent on collection basis went up to 50.8%, 
59.3%, 57.0% and 51.9% during this relatively volatile period as 
compared with 48.3%, 59.0%, 46.4% and 43.0% respectively, during 
the normal period. This clearly indicates that there was a shift in 
billing pattern adopted by exporters during the respective months of 
the two years. As the export bills sent for collection lead to realisation 
of export proceeds at a later date (i.e. due date or six months which- 
ever is earlier), it shows the preference of the exporters to postpone 
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realisation of export proceeds leading to supply pressure in the spot 
market. The fact that the forward premium on US Dollar (annualised) 
was consistently higher than interest rates on export credit during 
the volatile period made the exporters to further delay their export 
proceeds. During September 1995, the shift was towards collection, 
when exporters tended to speculate on the likely level of Rupee. The 
billing pattern for November 1995 indicate a large and significant 
shift towards collection i.e., from under 50 percent to almost two- 
thirds of the total number of bills. 

Table 2 : Billing Pattern of Exports for Sample A.D. Branches 

(Rs. Crore) 

Month Discount Collection Negotiation Purchase Total 

September 1994 

October 1994 

November 1994 

December 1994 

Sepember 1995 

October 1995 

November 1995 

December 1995 
- - -- 

Note : Figures in brackets indicate percentage to the total. 

While testing the shift in billing pattern of exports using chi- 
square contingency table, it is observed that the shift in billing pat- 
tern was highly significant; as the calculated value of chi-square is 
much higher than the value of chi-square for 3 degrees of freedom 
at 5% level of significance. Results of the chi-square test are pre- 
sented in Appendix IV. Further, the shift in the billing pattern was 
highest in the months of November 1995 and December 1995 as the 
bills sent on collection basis went up to 57.0% and 51.9% in value 
terms as compared with 46.4% and 43.0% respectively in the corre- 
sponding months of the previous year, indicating some speculative 
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behaviour on the part of exporters. Further, from Appendix IV it is 
clear that bills sent on collection by exporters rose to 55 per cent 
during September 1995 to December 1995 as compared with 51 per 
cent in the corresponding period of the previous year. At the same 
time, the bills negotiated came down to 21 per cent from 27 per cent 
earlier resulting in shortage of supply of forex in the market in the 
short run. These evidences suggested that the shift in billing pattern 
had a significant impact on the forex market, during the recent past. 

Section VII : Conclusions 

The statistical tests conducted in this study showed that the 
exchange rate of Rupee witnessed a significant shift in volatility 
during the period September to December 1995, which coincided 
with a shift in export billing pattern towards collection. 

While these two developments are expected to be interrelated, 
with expectation of exchange rate exerting a significant influence on 
the export billing pattern, in the periods of volatile movement of 
exchange rate, the causal process is offen blunted due to the lead 
and lag relationship between the two. A shift in export billing pat- 
tern while being an effect of the expectations of currency deprecia- 
tion may also lead to a self-fulfilling process of speculation leading 
to further depreciation of currency in the exchange market. This high- 
lights the importance of policy to stemie expectations and correct 
the imbalance between the demand and supply forces in the market. 

In the recent period, a number of measures have been initiated 
by Government and RBI to improve the exchange market operations 
and to smooth out the demand and supply imbalances in the market. 
These are in the nature of removing the ceiling on overnight posi- 
tion of banks and permitting financial institutions to bring foreign 
exchange under lines of credit for Rupee lending. The management 
of short term debt is also being given due importance in correcting 
the seasonal imbalances in the forex market. 
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Appendix - I 

Time Limit for realisation of Export proceeds* 

Up to 31-60 61-90 91-120 I 2 1  -180 More than No time 
30 days days days days days 180 days limit 

specified 

Dominican El Salvador Guatemala Bangladesh Bahamas, Chile 
Republic Honduras The 

Barbados Israel 
Surinam Nicaragua Indonesia Pkistan 

Tunisia Croatia Kenya Paraguay Belize 

Ghana Soloman Is. Ecuador 

Poland Western Fiji 
Samoa Greece 

Zimbabwe India 

Libya 

Malaysia 

Malta 

Mauritius 

Moldova 

Morocco 

Niger 

Papua New 
Guinea 

South Africa 

Thailand 

Turkey 

Argentina 

Bolivia 

Cyprus 

Dominica 

Estonia 

Grenada 

Guyana 

Haiti 

Iceland 

Korea 

Kuwait 

K Y ~ ~ Y  z 

Latvia 

Lebanon 

Lithuania 

Mexico 

Oman 

Qatar 

Seychelles 

Sri Lanka 

The Gambia 

Uganda 

Uruguay 

Venezuela 
- -- 

* Refers to countries who have accepted Article VllI obligation but are having some 
restrictions on exportdexport proceeds. 

Sourcc : Exchange Anangemcnts and Exchange Restrictions, Annual Report 1995, IMF. 
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MOVEMENTS IN EXCHANGE RATE OF RUPEE 

Appendix - I11 

Density and Asymptotic Score Functions 

U 

Note : @(u) = f (x)dr is the cumulative distribution function of a - 
standard normal variate. 

Distribution 

Normal 

Logistic 

Double 
exponential 

Cauchy 

Density function, f i x )  

1 1 
-exP(-zx2) 4% 

e-' (1 + ix)-2 

1 
- exp(-lxl) 
2 

1 
n(l+x2> 

Asymptotic score function, Nu) 

{Q-' (u)J2 - 1 

(224 - l)ln(u/(l- u))  - 1 

-ln(l-l2u- 11)-1 

2 tm2 {n(u - $1 
- 1 

1 + tm2{n(u - i)] 
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Appendix - IV 

Chi Square test results 

Month \ Type of Bill Discount Collection Negotiation Purchase Total 

September-94 1012 5100 2039 958 9109 

Total 2448 9152 3 854 2498 17952 

Chi Square = 338.2 

Month \ Type of Bill Discount Collection Negotiation Purchase Total 

October-94 1102 6025 2217 949 10293 

-- 

Total 

Chi Square = 320.8 

Month \ Type of Bill Discount Collection Negotiation Purchase Total 

Total 2460 12501 3 860 2384 21205 

Chi Square = 874.2 

Month \ Type of Bill Discount Collection Negotiation Purchase Total 

December-94 406 11 87 84 1 623 3057 

Total 1398 4562 2459 1789 10208 

Chi Square = 75.6 

Year \ Type of Bill Discount Collection Negotiation Purchase Total 

1994 3534 16030 724 1 3440 30245 

1995 5350 21045 6555 5438 38388 

Total 8884 37075 13796 8878 68633 

Chi Square = 575.3 
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Graph - 2 
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Graph - 3 
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Graph - 4 

Graph - 5 

&change Rate of ZB$ andForeign Currency Assets of India 

Call Money Rates 
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Probabilistic Neural Networks : 
An Illustration of the New Tool for 

Classification and Pattern Recognition 

C.K. Krishnadas* 

This paper discusses Probabilistic Neural Networks which is a revival 
of the statistical technique of kernel discriminant analysis. It briefly discusses 
the statistical theory behind Probabilistic Neural Networks and gives an 
exposition of its computational implementation. Finally a sample 
classification application between two normal distributions is presented as 
an illustration of the technique. 

Section I : Introduction 

In the last decade, Artificial Neural Networks have emerged as 
a class of powerful techniques for pattern recognition, classification 
and function appromixation. In Section 11, a brief introduction to the 
field of Artificial Neural Networks is presented. It gives an overview 
of the important class of Artificial Neural Networks known as Multi 
Layer Perceptrons. A quick summary of some current applications is 
followed by a brief survey of the interesting parallels between Artifi- 
cial Neural Networks and conventional statistical methods. After this 
introduction to Artificial Neural Networks, the rest of the paper is 
devoted to Probabilistic Neural Networks. Section I11 begins with a 
theoretical overview of Probabilistic Neural Networks, after which 
the coml?ositional structure of the network is discussed. Here we see 
how kernel discriminant analysis is cast as an Artificial Neural Net- 
work. Finally, in Section IV a classification problem between two 
normal distributions is discussed with simulated data as an illustrative 
application of Probabilistic Neural Networks: . 

* The author is Research officer in the Department of Economic Analysis and Policy. He is highly 
grateful to Shri D. Anjaneyulu for discussions on a number of issues in neural networks. Discus- 
sions with Prof. Jitendra C. Parikh of Physical Research Laboratories. Ahmedabad are gratefully 
acknowledged. Thanks are also due to an unknown referee for his useful suggestions. 
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Section I1 : Artificial Neural Networks 

Neural networks are computational models designed after the 
functioning of the brain. Hence we usually talk about Artificial Neu- 
ral Networks (ANNs) as opposed to their biological ideal. There has 
been a surge of interest in this area in the past ten years or so, 
largely due to their ability to solve seemingly intractable problems. It 
was more than a happy coincidence that this was happening when a 
revolution was taking place in the area of high speed computation at 
low cost. For, ANNs are computationally intensive models with many 
processing elements, usually referred to as neurons, interconnected in 
a networked fashion. Typically, each such neuron accepts inputs from 
some neurons, performs some computation, and passes the result on 
to other neurons, through the network connections. The strength of 
these connections, i.e., the connections of neurons carrying their in- 
puts to other neurons and the connections passing on their outputs 
to other neurons as inputs to them, determines the state of the net- 
work. ANNs usually have a training phase where the connection 
weights are computed in some manner, that minimizes some error 
measure of the network output on the basis of the input data. For 
many networ-ks this is the most crucial and time consuming aspect. 
After the training, the network has acquired a stable set of connec- 
tion weights, with a (hopefully) minimum error for the patterns pre- 
sented during training. 

In theory, ANNs can compute any cor-~utable function. Any- 
thing that can be expressed as a mapping between vector spaces can 
be approximated to arbitrary precision by ANNs. They are especially 
useful for mapping problems, such as in signal processing, pattern 
recognition, speech synthesis, adaptive systems, etc., and of late for 
forecasting and modelling. 

Multi Layer Perceptrons (MLPs) 
There is one class of networks that has gained popularity in 

many fields, including econometrics, and has rightfully earned the repu- 
tation of being 'the neural network'. That particular class is known 
as multilayer perceptrons. The architecture of the network is given 
below. Neurons are organized into layers. Inputs are presented to 
neurons in the bottom-most layer, called the input laycr, and outputs 
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are collected from neurons in the top-most layer, called the output 
layer. Between the input and output layers, there may be intermedi- 
ate layers whose neurons accept input from the preceding layer and 
pass on output to the succeeding layer. The intermediate layers are 
known as hidden layers. 

Output Layer 

Hidden Layer 

A Multilayer Perceptron 

The above diagram shows a three-layer network. The input units 
are labelled I,, hidden units a. and the output units Oi . We can represent 
the weights W,; connectin6 the input units to the hidden units by 
arrows from each input unit to units in the hidden layer. Similarly, 
weights W. ." connecting units in the hidden layer to the output layer 
units are sfibwn as arrows between pairs in the two layers. 

A neuron is a simple computational unit that accepts input from 
all connections reaching it  carrying input from neurons in the layer 
below, does a summation of the input signals and applies a transfer 
function such as the sigmoid ( l i -e -x  )-I or the hyperbolic tangent 
tanh(x). This transfer function is known as the activation function of 
the neuron and determines its output. 

Input signals presented to the network are processed by neurons 
in the bottom most layer. Their activation levels, appropriately 
weighted are passed on to the next higher layer neurons. This contin- 
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ues until the signals reach the topmost layer neurons as their inputs. 
The output of the topmost layer is the final output of the network. 

For instance, the hidden layer neuron a, has inputs coming from 
the input layer neurons. 

The total input reaching hidden neuron 5 = f: VJ,  

The neuron applies the transfer function to the input to compute 
its output or activation level. For a simple sigmoid activation func- 
tion, 

1 
'The output of neuron aj, 0 (a) = 

1 +e - W k  w", 
The output of the hidden layer neurons are fed as input to the 

output neurons. 

The input reaching output neuron 9 = CW" . $ (a.) 
I.' I 

The activation function is applied to this input by the neuron to 
get the output. 

The output of neuron Oi, $(Oi) = 
1 + e -Xj wuq,,~ (4) 

In terms of network inputs and weights, 

The quality of the network output is determined by the weights 
in the network connections. Therefore, the crucial point is estimation 
of optimal weights of the network that can capture the mapping bet- 
ween input and output, for a given set of data. This is also known as 
network training. Several algorithms are being used such as gradient 
descent methods, simulated annealing and genetic algorithms. A good 
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reference for various types of networks and training algorithms is 
(Haykins, 1994). 

Current Applications 
A mapping from Wn + WP can be approximated to arbitrary 

precision by a three layer network with sufficient number of neurons 
in the middle layer, activated using a sigmoid type function, and 
enough training data. By tweaking the parameters of a network and 
training the network on enough data researchers could tackle prob- 
lems that defied solutions earlier by other methods, i.e., at least in a 
reasonable amount of time. 

Many ANNs are inherently excellent classifiers. Any task that 
can be handled by traditional discriminant analysis can be done at 
least as well by neural networks. One of the first major commercial 

.applications of neural networks have been in determining the credit- 
worthiness of loan applicants (Masters, 1993). 

An ANN can be trained to recognize a number of patterns. If a 
noise corrupted version of one of these patterns is presented to a 
properly trained network, the network can separate the noise and the 
signal (original pattern) and generate as output the original pattern. 
This technique has been successfully applied to image restoration prob- 
lems, handwritten character recognition, data retrieval etc. Research- 
ers are now applying these techniques to model stock market prices. 

The nonlinear nature of ANNs coupled with their tolerance to 
noise have made them a favourite in forecasting physical and eco- 
nomic variables. If the data exhibit significant unpredictable nonlinearity, 
the data may not fit the traditional time-series models such as ARIMA 
and Kalman filters. Neural networks are highly flexible nonlinear struc- 
tures. They do not try to model the data, but try to act as universal 
approximators. A fairly thorough treatment of the subject from the 
standpoint of econometrics is given'by Kuan and White (1993). 

ANNs vs. Statistics 
Artificial Neural Networks that learn to generalize from noisy 

data are similar or identical to statistical techniques : 
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1. MLPs are generalized (nonlinear) models. 

While MLPs do not explicitly model stochastic elements, the 
techniques for estimating optimal network weights subject to minimal 
output error work under the same distributional assumptions as any 
statistical model. Further, instead of estimating a model the network 
tries to approximate the observed mapping from input to output. This 
process would give statistically valid results as long as the usual' dis- 
tributional assumptions of the error term hold. Unfortunately some 
early workers in neural network failed to appreciate this fact. Recent 
neural network researchers acknowledge the underlying statistics and 
work under a valid framework. 

2. MLPs with one hidden layer are close to projection pursuit 
regression models. 

It is easy to see that the example network given above is close 
to projection pursuit regression (Friedman and Stuetzle, 198 1) which 
allows for projections (linear combinations) of variables in a general- 
ized additive model. To see this, we simply make the activation of 
the output neurons to be linear, 

1 

Output of neuron Oi = WO..  
b 

3. Probabilistic Neural Networks are known to statisticians as ker- 
nel discriminant analysis (Specht, 1990). 

4. Adaptive vector quantization networks are very similar to k- 
means cluster analysis (Sarle, 1994). 

5.  Hebbian learning is very closely related to principal component 
analysis (Sarle, 1994). 

6 .  Functional link networks (Pao, 1989) are networks that process 
transformations of input data. Polynomial regression can be seen 
as a functional link network with the output activation being 
linear and input data transformed to polynomial terms. 

In the following we take a look at Probabilistic Neural Net- 
works (PNN), mainly for two reasons. First, kernel methods have 
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found only limited applicability in the past owing to their extensive 
computational and storage requirements, which has begun to change 
in its new form as a neural network. Second, unlike other ANNs, the 
theory behind PNNs has been well understood for decades with strong 
mathematical foundations. It is even possible to have sound confi- 
dence intervals for the estimates, which is unthinkable for other ANNs. 
This fact alone is known to have made Probabilistic Neural Net- 
works the network of choice in many applications. 

Section 111 : Probabilistic Neural Networks 

The network described here is actually a statistical technique, 
known as kernel discriminant analysis. It is described in (Meisel, 1972), 
although it existed in other related forms even earlier. Even as its 
theoretical and practical power was known at that time, the state of 
computer technology precluded its widespread use. Moderate size 
problems required memory and CPU speed far beyond what was avail- 
able then. In recent times, the technique was reinvented twice in the 
neural network literature, by Specht, (1990) and by Schioler and 
Hartmann, (1992). Specht dubbed the network a probabilistic neural 
network in homage to its root in probability theory. He showed that 
by organizing the flow of operations into layers, and assigning primi- 
tive operations to individual neurons in each layer, the algorithm can 
be made to resemble a four-layer feedforward network with expo- 
nential activation functions. 

We will discuss here the original Probabilistic Neural Network 
(PNN), which is basically a classifier. It has also been easily extended 
to generate continuous mappings through regression viz, General- 
ized Regression Neural Networks. Since both are technically kernel 
methods we will only discuss here the Probabilistic Neural Network 
in its original form. Its extension to the other case is trivial. 

Theoretical Overview 

The PNN is fundamentally a classifier, though it can be modi- 
fied to generate continuous mappings. We start by formally stating 
the general classification problem. We sample a p-cbmponent multi- 
variate random vector X = [x, ,....., x p ] .  The K populations from which 
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our samples are drawn are indexed by k, k = I ,  ..., K. The prior 
probability of an unknown sample being drawn from population k is 
hk . The cost associated with misclassifying a sample from population 
k is c k .  In many applications, the priors h, are treated as being equal 
(and hence ignored). The same is true for c,. The training set con- 
sists of n, samples known to be from population I, n, samples known 
to be from population 2, and so on through n, samples known to be 
from population K. The task is to devise an algorithm for determin- 
ing the population from which an unknown sample is taken. Our 
algorithm is said to be Bayes Optimal if its expected misclassification 
cost is less than or equal to that of any other algorithm. 

If we know the probability density functions f, ( X )  for all popu- 
lations, the Bayes optimal decision rule is to classify X into popula- 
tion i if 

for all populations j# i. Usually, we are not fortuitous enough to 
have knowledge of the probability density functions f,(X). If safe as- 
sumptions can be made about the family of distributions to which the 
samples belong, the sample points are used to estimate the param- 
eters of the distributions. But all too often, we have no knowledge 
of the shape of the distribution or the distribution could be multimodal 
(have more than one area where samples are clustered). Then we are 
left with no option, but to estimate the population density functions 
&(X) from the training samples. Rosenblatt (1956) showed how to 
estimate a univariate probability density function from a random 
sample; Cacoullos (1966) extended the method to the multivariate 
case. It is shown that the estimated density converges asymptotically 
to the true density as the sample size increases. We use Rosenblatt's 
technique on the training sample to find.estimates, g, ( X )  of density 
functions f ,  ( X )  for each population. Then classify an unknown X  
into population i if 

hi ci gi (X) > h. c. g. ( X )  
1 1 1  

for all j# i, hi and ci being prior probabilities and error costs. 

Rosenblatt's estimator of the probability density function (pdf) 
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is a sphere-of-influence weighting function which, in neural net par- 
lance is called a radial basis function. A weight function is used that 
has its largest values for small distances between the unknown and 
the training sample points, and decreases rapidly to zero as the dis- 
tance increases.. The pdf estimator is a scaled average of that func- 
tion across the training set. For a single population whose sample 
size is n, the estimated density function is 

1 " - 1  x-x, 
, iX) =-  W{ a } ,a ' =  0 

The parameter o dictates the area around a sample point under 
its influence (and would typically be small for large sample sizes). 

A convenient choice for the weighting function is the Gaussian 
function. This choice has nothing to do with assumptions of normal- 
ity of the pdf. The multivariate estimator of the pdf is (using Gaussian 
weighting function) 

It can easily be seen that the above expression is nothing but the 
average of multivariate normal distributions, one for each training 
sample. The population density is estimated separately for each train- 
ing sample. 

A few words about the parameter o. Its choice is usually sub- 
jective. (Every algorithm has some fly in the ointment!) There do 
exist techniques, such as jackknifing, for automating the choice of 
the scale parameter a. Cross-validation, where the error of 
rnisclassification is determined for various values of o and minimized 
through a standard error minimization technique, for units in the train- 
ing data set through a policy of leave-one-out offer an easy alterna- 
tive. In more complex models there could be multiple a parameters, 
one for each population. In multivariate cases, different variables could 
also have different a values. 
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Architecture of the PNN 
The following figure shows a small PNN with seven pattern 

neurons, three summation neurons, and an output neuron. The pat- 
tern neurons are typically multidimensional vectors. The pattern layer 
contains one neuron for each training case. The sunimation layer has 
one neuron for each class. Each pattern neuron has a connection to 
one neuron in the summation layer. Every neuron in the summation 
layer corresponds to a single population, just as every pattern layer 
neuron corresponds to a training case. 

Output Layer 

Summation Layer 

Structure of a Probabilistic Neural Network 

Execution starts by simultaneously presenting the input vector 
to all pattern layer neurons. Each pattern layer neuron computes a 
distance IIX - Xi I I  measure between the input and the training case 
represented by that neuron. It then subjects that distance measure to 
the neuron's activation function, which is essentially the window, viz.. 
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The following layer contains summation units that have a modest 
task. Each summation unit sums the pattern layer neurons correspond- 
ing to members of that summation neuron's class (equation 4). The 
attained activation of summation neuron k is the estimated density 
function value of population k. The output neuron is a trivial thresh- 
old discriminator. It decides which of its inputs from the summation 
units is the maximum (equation 2). 

The PNN architecture is elegantly simple, yet capable of ex- 
tremely high-speed operation if the pattern units can be operated in  
parallel. Alternatively, each summation neuron, along with the pat- 
tern layer neurons corresponding to it could form a separate conipu- 
tational unit or processing element which is dedicated to pdf estirna- 
tion relating to its own class. These processing elements could easily 
be executing on a loosely coupled set of processors, or on a cluster 
of networked computers, communicating through message passing. 

Section IV : Sample Application 

For illustrative purposes, we apply a PNN to a classification 
problem between two simulated normal distributions. 

Fifty samples each are generated from two normal distributions, 
N(5,l) and N(7.5, I ) .  The network is presented with this data initially 
which it simply stores in pattern neurons organised under two sum- 
matlon neurons, one for each population. Points from each distribu- 
tion were given an equal sphere of influence, a, of unity. 

In marked contrast to a Multi Layer Perceptron, wherein the 
network estimates optimal weights of the network connections dur- 
ing the training phase, there is no computational phase that can be 
called the training phase for a Probabilistic Neural Network. I n  the 
former, the weights of the connections form the parameters of the 
network whereas in the latter the neurons, i.e., the input data stored 
as neurons, determine the network. 

When a test data is presented to the PNN, each neuron com- 
putes its window function for the test data and passes the value on 
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to the respective summation neuron. Each summation neuron adds 
up the inputs received from pattern neurons (each pattern neuron 
feeds input only to one summation neuron). Thus for each test data, 
two values are computed, one by each summation neuron. The rela- 
tive strengths of these values determine the class to which the test 
data belongs. The activations of the summation neurons can be nor- 
malized to unity to give the relative probability that the test data 
belongs to one or the other population. 

A set of 25 test data is generated in the range (3.0, 9.5), cover- 
ing the 20 limits of both distributions. It is easy to observe that the 
distributions have a fair amount of overlap. 

The results of the classification by the network is given in the 
table below. 

Classification of data between N(5,l) and N(7.5,l) 
p, = Probability that the test data belongs to N(5,l) 
p, = Probability that the test data bclongs to N(7.5,1) 
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The technique can be very effective when used for classification 
between more than two populations. The distribution is not required 
to be unimodal. In fact, kernel methods are extremely useful in clas- 
sification problems involving multi-modal distributions, and in cases 
where the data do not follow any known theoretical distribution. 
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NOTE 

Economic Crimes in the context of the 
Evolving Economic Policies 

N.V. Deshpande* 

The focus of the paper is on the need for law to adequately arm 
itself to deal with hi-tech economic offences. The challenge of the growing 
crime scene involving use of sophisticated equipment could be met effectively 
and efficiently only when strides of law keep pace with the latest 
developments in the field of crime. This calls for not bnly new laws or 
amendments to existing laws but also for retraining of investigators. 
prosecutors and judges in their methods and reorientation in their attitudes 
necessitating giving up of traditionaI concepts of justice and jurisprudence. 

Introduction 
The basic objective of economic reform measures is to promote 

productive efficiency through competition and in the process, to un- 
leash the market signals and market forces and optimise the level of 
State intervention. While reforms in the real sector in particular in- 
dustry and foreign trade have been undertaken, the major emphasis 
of reforms has so far been confined to the financial sector. The stra- 
tegic aspects of the latter area of reforms relate to fiscal policy, mon- 
etary policy, banking and other financial institutions and arrangements 
and exchange rates and trade and the industrial policy. 

In  the areas of banking and capital market, prudential norms 
aria regulatory practices are being put in place. A Board for Finan- 
cial Supervision has been set up, along with the introduction of pru- 
dential norms for banks, financial institutions and non-banking finan- 
cial companies. The Securities and Exchange Board of India (SEB1)has 

* Shri N.V. Deshpande is Legal Adviser, Reserve Bank of India. This is based on the 
author's presentation in the "Criminology Congress of Indian Society of Criminology", 
February 9-1 1, 1996 at Bangalore. 
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been vested with requisite powers to regulate the Capital market and 
to take steps towards setting-up of Central Depositories for Capital 
market instruments to smoothen the delivery and settlement mecha- 
nisms. National Stock Exchange has brought about an automated 
screen based trading system in securities. 

Reforms in regard to the exchange sector include progressive 
reduction of tariffs, liberalisation of import licensing, removal of ex- 
change restrictions on trade and services, introduction of convertibil- 
ity of the Rupee in external current account and a series of measures 
to promote foreign, direct as well as portfolio, investments. 

Concomitant with liberalisation and competition in the domestic 
market and globalisation of markets, there have been rapid strides in 
information technology, affording quicker communications. The latter 
aspect has changed the whole financial market environment turning it 
into a round-the-clock market with cross-border flows of funds. 

A fall-out of economic reforms and info-tech revolution is the 
increase in risks at both the macro level and micro level, leading to a 
variety of hedging products in commodities as well as securities. The 
nature of contracts and the evidence in courts of law have undergone 
a sea change. Investor protection in an uncertain and volatile finan- 
cial environment has assumed a lot of significance. 

As the economy opens up, it is becoming increasingly clear that 
the spectrum of issues arising from reform require to be addressed 
by new and amended set of statutes. Adjustments and reforms in the 
legal system would be imperative. Many of the existing statutes, in 
the context of reforms, have become anachronistic and conversely 
there are now many areas for which legislation is simply non-existing 
or to use the legal term- 'nun est'. Some commercial and economic 
laws are ambiguous and inconsistent as they suffer from bad drafting 
or the existence of overlapping pieces of legislation. Procedures and 
regulations are exasperatingly complex often pushing up the costs of 
compliance with law. Non-compliance is not made costly: it has as a 
result become enticingly lucrative to those who believe that law could 
be circumvented. The conspicuous absence of a market friendly law 
calls for not only new set of procedures and regulations but also a 
new set of investigation and adjudication machinery to deal with hi- 
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tech economic offences effectively and efficiently. What is also needed 
is an altogether new legislative, administrative and judicial rethinking 
or, to put it simply, a new criminal jurisprudence. 

Nature and Scope of Economic Crimes : 
Economic crimes often referred to as white collar crimes were 

defined by Sutherland as crimes committed by a person of respect- 
ability and high social status in the course of his occupation . Such 
crimes are primarily limited to such acts as promulgating false or 
misleading advertising, illegal exploitation of employees, wrong la- 
belling of goods, violation of weights and measures statutes, conspir- 
ing to fix prices,selling adulterated foodstuffs and evading corporate 
taxes. Subsequently, they also include bribery and corruption, black 
marketing, profiteering and hoarding, smuggling, violations of for- 
eign exchange regulations and such other violations by men in pro- 
fessions. Now with the economic reforms measures and the opening 
up of the economy, the economic offences are no longer limited in 
nature and scope. Different types of frauds are committed by differ- 
ent groups and perpetrated on different target groups like investors, 
banks and other financial institutions, pension and provident funds, 
creditors of companies. Manipulation of financial markets and frauds 
involving Central and State ~overnments are also commonly seen . 
Frauds in the financial sector have also assumed unrecognisable pro- 
portion, in view of the growing computerised environment and the 
absence of legal provisions to take their cognizance and properly 
punish such fraudulent acts appropriately. 

Among the frauds in banks, the following three elements have 
been found to be common. 

- Active involvement of the staff, both supervisory and clerical. 

- Failure on the part of bank's staff to follow the meticu- 
lously laid down instructions and guidelines; and 

- External elements perpetrating frauds on banks by cleverly 
done forgeries or manipulations of chequestdrafts and other 
instruments. (Bhalla, 1993) 

Frauds in the capital or stock market have been found to be on 
account of absence of regulation on matters like, bad deliveries, insider 
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trading, and shares switching or issue of duplicate shares and on 
account of lack of infrastructure facilities like availability of deposi- 
tories. 

As regards crimes committed in computer environment, in a re- 
cent publication on the subject, the following acts have been described 
(Goyal and Pawar, 1994) 

- Unauthorised attempt to access, alter, add, delete or hide 
data. 

- Unauthorised attempt to access, alter, add, delete or hide 
program or system. 

- Stealing of data or programmes in any manner. 

- Unauthorised (physical and/or logical) entry into computer 
work environment. 

- Change or alteration of the defined systems. 

On the basis of the above description computer crimes are clas- 
sified into three broad categories : 

- Data related crimes. 

- Software related crimes. 

- Physical crimes. 

In the UK, computer crimes are dealt with under two enact- 
ments. The UK Counterfeiting Act of 1981, contains a special section 
defining forged "instrument" as including "any disc, tape, sound track 
or other device on or in which information is recorded or stored by 
mechanical electronic or other means". All crimes against documents 
are thus extended to electronic data. Further, the U.K. Computer 
Misuse Act, 1990, for the first time defined three distinct computer 
crimes and provided for punishment varying from six months to five 
years imprisonment. The offences defined under this Act are : 

(i) Unauthorised access to computer material; 

(ii) Unauthorised access with intent to commit or facilitate com- 
mission of further offence; and 

(iii) Unauthorised modification of computer material. In all the 
above offences an element of "intent" is required. 
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The United States provides a much more comprehensive crimi- 
nal law in regard to computer crimes. The Counterfeit Access De- 
vice and Computer Fraud and Abuse Act, 1984, is a complete code. 
But most of the offences under this Act are directed against com- 
puter systems operated for or on behalf of the Government. 

Shere Committee (1996) has observed that advent of electronic 
funds transfer (EFT) may open up new issues in bank frauds. Special 
statutory provisions to provide for criminal liability for unauthorised 
access and fraud, without requiring proof of the elements of mens 
rea as in the traditional criminal liability principle, may have to be 
provided. It also recommended that in the long term, offences in 
regard to computer misuse and penalty may be defined on the lines 
of the UK Computer Misuse Act, 1990. 

In the light of the above, the relevance of new criminal jurispru- 
dence could be examined vis-a-vis accepted notions of innocence of 
the accused and its relationship to mens rea. Punishments and the 
concept of the burden of proof must be suitably changed to meet 
needs of the times. 

Innocence of the Accused 

The common notion of criminal justice in several countries is 
that a hundred guilty persons can escape but one innocent person 
should not suffer. The general good and well being of an individual 
demanding maximum liberty and freedom from interference was the 
basis underlying this concept. Too much reliance on such concepts is 
sure to sound the death knell of the rule of law. It has to be recognised 
that one wrong and undeserved acquittal has no less bad repercus- 
sions in society than a wrong conviction. Every guilty person and 
culprit who escapes punishment is latent threat to the peace and mo- 
rale of the society and confidence in the institutions of law and jus- 
tice, since the escaped would continue to be in pursuit of new vic- 
tims. Jeremy Bentham (1896), in his Theory of Legislation has ob- 
served that "to acquit a criminal is to commit by his hands all the 
offences of which he is afterwards guilty". 

The emerging economic criminality observed lately in high fi- 
nance, capital and money .markets is the handiwork of professional 
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people, including the industrialists and businessmen. The crime is corn- 
mitted often because of their expert command over the scientific and 
technological know-how. Therefore, the new approach should 
emphasise more on the harmful conduct of the accused than on his 
individual guilt. A review in this context is called for, of not only the 
legislative provisions but also the questions relating to their cognisance, 
investigation, prosecution and punishment. Framing new laws is only 
a first step. What is required is effective enforcement and compli- 
ance. The investigators, prosecutors and the judges must therefore 
ensure against wrongful acquittals no less than against wrongful con- 
victions. 

Criminal Liability and mens rea 
The maxim 'actus non facit reum, nisi mens sit rea' incorpo- 

rates the concept of criminal liability arising under the English Com- 
mon Law. The maxim requires two conditions viz., a wrong act and 
a guilty mind to coexist. Mere doing of a wrong and prohibited act is 
not enough in itself to fix a criminal liability; the guilty intention 
must simultaneously exist. Requirement of mens rea became univer- 
sal in most of the legal systems in course of time, as strict or abso- 
lute liability was either nonexistent or an exception and offences car- 
rying strict liability were few and limited to minor offences. 

According to Jerome Hall "the meaning of strict liability is de- 
rived by opposing it to liability forfault.In problems relevant to crimi- 
nal law, strict liability means liability to punitive sanctions despite 
lack of mens rea". Existence of penal liability independently of proof 
of guilty mind or intention or wrongful state of mind is termed as 
strict liability. Such a liability is also sometimes called absolute liabil- 
ity, even though the expression 'strict liability' is commonly employed. 
The courts have often insisted that the statute creating a socio-eco- 
nomic offence must specifically or by necessary implication exclude 
the element of mens rea and the exclusion cannot be presumed merely 
because the offence was public welfare offence or socio-economic 
offence. Where the subject matter of the statute is the regulation for 
the public welfare of a particular activity, as in the case of use of 
negotiable instruments', it can be inferred that the legislation intended 
that such activities could be carried out under conditions of strict 
liability. The presumption is that the statute or statutory instrument 
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can be effectively enforced only when the ordinary presumption of 
mens rea is displaced. Mens rea by necessary implication may be 
excluded by the statute only where it is absolutely clear that the imple- 
mentation of the object of the statute would otherwise be defeated. 

The Indian courts are prepared to dispense with mens rea if the 
legislative enactment has so expressed or intended. The courts start 
with initial presumption in favour of the need for mens rea but are 
prepared to dispense with i t ,  if it can be gathered from the language 
coupled with objects and purposes of the legislative enactment. It is 
therefore necessary that any new legislation to deal with the emerg- 
ing economic criminality be forthright in excluding the ingredient of 
mens rea. 

Burden of Proof 

The new pattern of economic offences emerging out of high tech- 
nology also deserve to be considered from another important aspect 
of criminal law namely, the burden of proof. In the context of crimi- 
nal cases it means the duty to prove the guilt of the accused. Under 
the Indian Criminal Law, the burden of proving the guilt of the ac- 
cused is always upon the prosecution and until so proved, the ac- 
cused is presumed to be innocent. It is reiterated every now and then 
that it is not for the accused to prove his innocence, since his inno- 
cence is presumed and the prosecution must be under obligation to 
prove the guilt of the accused beyond all reasonable doubt and that 
prosecution can succeed merely on the balance of probabilities. The 
maxim 'nellurn crimen sine lege' is the cardinal principle which im- 
plied that penal statutes should be always construed in favour of the 
citizen and that no man could be put to peril on ambiguity. Fitzgerald 
has observed that "no rule of criminal law is of more importance than 
that which requires prosecution to prove the accused's guilt beyond 
reasonable doubt." Section 101-114 of the Indian Evidence Act of 
1872 dealing with Burden of Proof substantially incorporates the prin- 
ciple that the onus of proving the guilt beyond reasonable doubt never 
changes and it always rests on prosecution and that suspicion how- 
ever grave can never take the place of proof. 

It is necessary to consider in respect of cases of economic of- 
fences whether a different approach is called for in view of their 
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many peculiarities. The hi-tech economic crimes which transcend the 
visibility of ordinary crimes are a menacing threat to the national 
economy which may even result in economic bankruptcy and cause 
political insecurity. Such crimes cannot be dealt with by anachronistic 
and outdated rules of evidence as to burden of proof, which would 
not only cause untold misery to the people but also undermine people's 
faith in the court of justice. These offences call for concerted correc- 
tive action .These offences do not admit of strict proof and there- 
fore, it is vital to dilute the vigour of principles like Burden of Proof 
and presumption of innocence of the accused. The only way to se- 
cure convictions of the guilty offenders is to make necessary provi- 
sions in the new statutes creating presumptions in law against the 
accused and relating to the rules of evidence regarding burden of 
proof. 

Punishment 
Every criminal wrong or crime creates a liability which is al- 

ways penal and is commonly known as punishment. The purpose of 
all punishments is fourfold, namely; deterrence, prevention, reforma- 
tion and retribution. However the primary and principal purpose has 
always been deterrence. The economic offences, unlike traditional 
crime, are associated with upper class people and often committed 
by well-to-do men in industry, trade and profession through fraud, 
misappropriation and misrepresentation. These offences have a ten- 
dency to undermine the political, social and economic stability of 
state and therefore, calls for strict and effective handling. The only 
way to bring the effect of punishment in these cases is through the 
punishment of imprisonment, as no amount of fine howsoever high 
or exorbitant would serve the purpose if the offenders have money in 
plenty and they could be corporation and companies in many cases. 
Further, no stigma is attached to these offences and these offenders 
are not looked down upon in society, nay in some cases they are 
adored by sections of the public. The Legislature must therefore pro- 
vide imprisonment as minimum punishment to provide to an extent 
the element of stigma of jail to offenders. Legislature should not be 
content with only providing maximum punishment but should go fur- 
ther providing for mandatory minimum imprisonment2. 
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Confiscation is a recognised form of punishment. The power to 
confiscate goods in the cases of fraudulent economic gains should be 
provided for. For instance in cases of drug trafficking, such punish- 
merit is also necessary to keep harmful articles like drugs out of 
circulation by confiscation. Apart from confiscation, an effective pun- 
ishment in specific cases of economic offences could be by provision 
)of forfeiture of properties of persons convicted of certain offences. 
Pending conviction, properties of the accused which are likely to be 
disposed off or transferred could be also attached by giving sufficient 
power to the investigating or adjudicating agencies. 

Investigation and Trial 
Detection and investigation of economic offences is not an easy 

job. Complex and. varied methods employed in the perpetration of 
these crimes require adoption of new scientific and technologically 
advanced techniques in their investigation. Special investigating agen- 
cies equipped with competent staff possessing the required expertise 
and technical knowhow of modern electronic gadgets need to be cre- 
ated for this purpose. 

It would be useful to have a specialised agency on the lines of a 
Serious Fraud Office (SFO) of U.K. established in order to ensure 
that where serious criminal offences like frauds involving the manipu- 
lations of financial markets or scams in banks and financial institu- 
tions are suspected, they will be investigated, and if the evidence is 
available, piosecuted notwithstanding their complexity. The SF0  plays 
a key role in the maintenance of confidence of the financial institu- 
tions of the U.K. 

The distinctive feature of the SFO's approach to investigation is 
its use of multidisciplinary teams. When a case is accepted, a team of 
lawyers, accountants, police officers and support staff is appointed. 
The team is headed by a senior lawyer, who as case controller is 
responsible for ensuring an expeditious and effective investigation and 
for any ensuing prosecution. The case controller is assisted by a case 
secretary who provides administrative assistance and controls the dis- 
tribution of case papers. For unravelling frauds, SF0 is required to 
examine vast quantities of documents and evaluate the information 
thereunder through specialists like computer experts, bankers, stock- 
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brokers etc. so that the information can be presented in Court in a 
compact and coherent form. Police officers attached to SFO, work 
closely with accountants and lawyers but more or less maintain their 
constitutional independence, accountability and command structure. 
Powers of the Director of SF0  and police are designed to comple- 
ment each other. Police are represented on S F 0  Senior Management 
Board and at SF0  by senior police Iiaison officers. 

The investigating teams supporting S F 0  heavily rely upon ad- 
vanced information technology like forensic computing. The fraud 
investigations include the seizure of computers and securing data for 
use as evidence. The technology is used to meet the problems of 
capturing, controlling and analysing vast volumes of material associ- 
ated with all fraud investigations. Optical scanning technique is used 
to capture the text of statements, exhibits and other documents on to 
computer for subsequent analysis and retrieval. An agency may be 
created in India to make an innovative use of technology as an aid to 
simplifying and shortening trials. Various techniques can be used such 
as computer generated graphics to explain concepts like the mecha- 
nisms of company take-overs complex money flows and company 
structures. Screen based multimedia presentations can be built up to 
focus on the point being made and to display material, thereby re- 
ducing the number of documents that are often shown to the Court 
in hard copy. 

Suggestions 
Time and again different agencies have voiced a need for Spe- 

cial Court at all major centres for hearing cases of frauds in the 
banks. It is often observed that after detection of frauds, criminal 
cases take long time to succeed before the offenders are punished. 
Also, due to delay in settling the issues under the present legal sys- 
tem, banks are constrained to compromise with their recalcitrant bor- 
rowers; who have committed fraudulent transactions. It is therefore 
necessary to simplify the legal process and to have confiscation or 
freezing of the assets as measures for execution of the claims of the 
banks against the offending borrowers. The delays in the courts fall 
within the domain of administration of criminal justice and has vari- 
ous angles. Expeditious dispensation of punishment to economic of- 
fenders or persons indulging in hank frauds would also require 
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expeditious detection and investigation as also special procedure to 
ensure expeditious disposal of such cases. While for expeditious de- 
tection and investigation, a special investigating agency on the lines 
of Serious Frauds Office (SFO) of U.K. can be considered, there 
should be Special Courts or Tribunals to deal with frauds in banks. 

The setting up of Special Courts, special investigating agency as 
also special procedures can be undertaken through a separate legi- 
slative enactment which should also define inter-alia as to what is a 
"bank fraud" or "a financial fraud". It is essential that the element of 
mens rea be dispensed with while defining such fraud and make it a 
statutory offence of "strict liability". 

The proposed legislation for setting up of the Special Court or 
Tribunal should of course pass the test of "reasonable classification" 
under Article 14 of the Constitution. Mere necessity for speedy trial 
has been held by the Supreme Court3 to be too vague, uncertain and 
illusive a criteria to form a rational basis for classification, which is 
the first requirement to pass the test of reasonableness. In the light 
of the principles applied by the Supreme Court, banks and financial 
institutions could be considered as a separate class and frauds involv- 
ing them could qualify for speedier treatment through a Special Court. 
There may be no infringement of Article 14, if the offence of "bank 
fraud" or "financial fraud, is clearly defined and is prescribed tb be 
triable by the Special Court and under special procedure according 
to a reasonable basis of classification. However, jurisdiction of the 
Special Court or tribunal in relation to territory, peculiar limits if any, 
institutions to be covered etc. will have to provided. The proposed 
legislation should also provide for special powers and special proce- 
dures. Also special presumptions of evidence will have to be clearly 
set out. It would also be possible to empower such Court or Tribu- 
nal to confiscate or freeze the assets of offenders found guilty of 
bank fraud. There are provisions in several existing laws like Cus- 
toms Act, Foreign Exchange Regulation Act empowering enforce- 
ment agencies thereunder to seize and confiscate assets of offenders. 
However, such authorities have powers only to seize and no powers 
to freeze or attach the assets, pending investigation of alleged assets. 

As regards seizure by investigating agency, Section 102 of Crimi- 
nal Procedure Code, 1973 empowers a police officer to seize any 
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property which is found under circumstances to create suspicion of 
commission of offence. However seizure of property would not in- 
clude attachment or freezing of assets. It has been held by Guwahati 
High CourtQhat it is not permissible for a police officer to direct the 
bank not to allow the accused to withdraw money or property from 
accounts and locker held by him. The proposed legislation should 
therefore be specific, while empowering the special investigating 
agency to attachlfreeze assets of offenders pending investigation. Such 
a provision could be on the lines of Section 281B of the Income Tax 
Act, 1961, in terms of which during the pendency of any proceedings 
for the assessment of income the Assessing Officer is of the opinion 
that for the purpose of protecting the interests of the revenue, it is 
necessary so to do, he may with the previous approval of the Chief 
Commissioner or Commissioner by order in writing, attach provi- 
sionally any property belonging to the assessee. The proposed provi- 
sion should however define the ground on which and the purpose for 
which the power can be exercised. It should also specify the authori- 
ties by whom the power can be exercised. The proposed legislation 
could also provide for acts like diversion of funds, multiple finance 
against the same security and tampering with the security or removal 
of goods hypothecated with the banks a5 cognizable offences. 

Undoubtedly, a serious consideration needs to be given for put- 
ting in place a new law to deal with the economic offenccs especially 
in the banking and financiai sector. However, enactment of a new 
law can only be a first step, Its effectiveness will depend a grcat deal 
on the way the Courts handle thcsc cascs, upon tl~c pronljltncss of 
despatch, a proper appreciation of the purport and spirit of ttic en- 
acted law. Delay must be curtailed and to curtail the dcl;iy rights of 
appeal must change. One right of appeal and a revision only on sub- 
stantive law should mcet the ends of justice. Provisions of ntorc ap- 
peals is no guarantee to n more just decision. The innate quality and 
merit of judgement rather than higher status of a Court go la make 
t f ~ e  judgement correct. A time limit should be strictly adhered to by 
original as well as appellate Coun. There is  a need for having tmincd 
Courts to deal with the new criminality, as most of these crimes 
involve a great measure of expertise on the part of the crimtnnl%. In 
dvan. the investigntorr, the prosecutors and t hc judges n w t  c w n -  
[wily ncqtlirc the rcquisifc expertise fcrr banriling krf contmliinp illcw 
crirnc$. 
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Notes 

1. Negotiable Instruments Act, 1881, Section 138. 

2. Please see Prevention of Corruption Act, 1988 where the discretion vested in 
the Court under the old Act to impose a sentence of less than one year has been 
deleted. In other words, in the case of conviction of a police servant under section 
13(2) and 46, a minimum sentence of one year has to be necessarily imposed. 

3. The decision of the Guwahati High Court in MIS. Purbanchal Road Services v. 
The State, reported in (1991) Cr. LJ 297. 

4. The Special Courts Bill, 1978, (AIR) 1979 S.C. (478), (Decision of Seven Judges 
Bench). 
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BOOK REVIEWS 

Iizstitutions and Monetary Policy : Credibility, Flexibility and 
Central Bank Independence, Eric Schaling, Edward Elgar 
Publishing Limited, UK, 1995, pp. 252, & 49.95. 

The book under review delves into the case for independence of 
central bank in the matters of the conduct of monetary policy, in 
particular, the rules versus discretion debate, The subject is topical in 
the context of the European union, which is the principal focus of 
analysis, as the Maastricht Treaty envisages a full commitment to 
price stability by the European Central Bank in 1997. Traditionally, 
the concept of autonomy of central banks rested on the presumption 
that political authorities are myopic while monetary stability required 
continuity of a long-term policy which could be ensured only by some 
insulation of the central bank from political interference. The idea of 
central bank independence appeared after the demise of the fixed 
exchange rate regime, when the domestic monetary regimes and conse- 
quently, price stability became vulnerable to political pressures. This 
idea has since gathered momentum, as price stability is being es- 
poused by central bankers and academicians alike as the only legiti- 
mate goal of monetary policy and central bank independence is per- 
ceived as an important means to pursue it. 

The author traces the arguments that show the undesirability of 
discretion in monetary policy to Milton Friedrnan who warned that 
policymakers not bound by a rule would indulge in excess activism, 
destabilising rather than stabilising the economy. The second strand 
of arguments, cast in a game-theoretic framework, advocates a mon- 
etary rule to neutralize the inherent inflationary bias of monetary policy, 
based on the problem of 'dynamic inconsistency', i.e., a future policy 
decision which is part of an optimal (monetary) plan at an initial date 
does not remain so even if no new relevant information has appeared 
in the meanwhile and the central bank has an incentive to deviate ex 
post from its announced plan. Another way to resolve the problem of 
'dynamic inconsistency' is to have independent central banks. 
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Part I of the book analyses how the structure of monetary insti- 
tutions, in particular the central bank, impinges upon the choice of 
policy and economic performance. Schaling compares the central bank 
independence in twelve industrial countries, using quantitative indices 
built up on a number of legal attributes from the central bank laws. 
In fact, the author after examining the indices as available in the 
literature, proposes a new index of central bank independence, called 
the Eijffinger-Schaling (ES) Index. The Index, similar to Grilli, 
Masciandaro and Tabellini (GMT) Index, uses three criteria to evalu- 
ate policy independence, viz., 

(1) Is the bank the sole final policy authority? (2) Is there no 
government official on the board? and (3) Are more than half of the 
board appointments made independent of the government? 

The ES index differs from GMT index in the sense that the 
features are assessed in conjunction, not separately, and are asym- 
metrically weighted. According to this index, the central bank inde- 
pendence, for instance, is diluted where other objectives in addition 
to price stability are specified, or where the price stability is not an 
objective at all. Understandably, the ES index rates the Deutche 
Bundesbank, the cynosure of all central banks, as the most indepen- 
dent central bank alongwith De Nederlandsche Bank and the 
Schweizerische Nationalbank. 

The author defines central bank independence as the strength of 
the 'conservative bias' of the central bank as embodied in law - the 
'legislative approach' to price stability. Modifying Rogoff Model, the 
propositions regarding the relationship between central bask inde- 
pendence and (the variance of) inflation and output growth are de- 
rived and tested, using the indices of central bank independence, for 
the same set of countries for the period 1972-1 99 1. The results con- 
firm the well-known inverse relationship between the degree of cen- 
tral bank independence and the level of inflation, corroborating the 
findings of Alesina (1988, 1989) Cukierman, Webb and Neyapti(1992) 
et al. However, the higher independence of the central bank does not 
seem to lower the variability of inflation. contradicting the earlier 
empirical results of Grilli, Masciandaro and Tabellini (1991) and 
Alesirla and Summers (1993). Central bank independence is also not 
related to growth, implying that the attainment and niaintcnancc of 



INSTITUTIONS AND MONETARY POLICY 237 

low inflation by an independent central bank does not lead to large 
costs or benefits in terms of economic growth, an empirical result 
which is in agreement with the prediction made by Grilli, Masciandaro 
and Tabellini. In the author's words, "The absence of a long-term 
trade off between inflation and growth implies that the establishment 
of central bank independence is a free lunch." Moreover, the inde- 
pendence of central bank does not cause more variable economic 
growth in the short-run, refuting Rogoff's proposition of a positive 
relation between the two. As the author puts it rather succinctly, 
" ....... inflation-averse central banks do not bear the costs of trigger- 
ing recessions nor do politically sensitive central banks reap the ben- 
efits of avoiding them." 

The author shows that the inflationary bias of governments stems 
from their employment motive, i.e., trading price stability for tempo- 
rary increases in employment, off an expectations-augmented Phillips 
Curve, or from the revenue motive, i.e., using central bank's capacity 
to create seignorage to finance expenditure that the government is 
unwilling to finance out of current or future taxation. Hence, con- 
straints on the credit that the government can demand from the cen- 
tral bank would be a vital ingredient of central bank independence. 
Schaling contends that lower monetary accommodation of government 
budget deficits does reduce inflation persistence, a corollary of the 
inverse relationship between central bank independence and the level 
of inflation. Thus, apart from political independence (capacity to 
choose goals of the monetary policy), economic independence (nature 
of the monetary instruments under the control of the central bank, 
e.g., discount rate, open-market operations and the terms and extent 
of monetary accommodation of the government) of the central bank 
is also pertinent, particularly in the case of less developed countries 
with rudimentary financial markets. In a state of fiscal dominance, 
treasury sets the deficit which if not financed by new bond sales, 
needs to be met by monetary accommodation by the central bank. 
Under monetary dominance, or economic independence of the central 
bank, treasury must set the deficit that can be met by bond sales to 
public and the permissible level of (what Manuel Guitian would call 
'legitimate', i.e., justified by increase in demand for money) seignorage 
revenue. Hence, domestic monetary regime, i.e., co-ordination of fiscal 
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and monetary policy, becomes an important determinant, apart from 
exchange rate regime, of inflation persistence. 

Schaling, after Rogoff, establishes a role for stabilising activist 
feedback policy, despite dynamic inconsistency. Rogoff had demon- 
strated that by choosing an agent as central banker, who places a 
greater (but not infinite) weight on inflation stabilisation ('conserva- 
tive bias') than is implicit in the social loss function, society can 
make itself better off. But as the central bank has private information 
about productivity shocks, society would be better off by letting central 
bank take care of these shocks before they lead to inflation and un- 
employment. In sum, the optimal degree of central bank indepen- 
dence is a trade-off between the credibility gains associated with a 
lower average inflation versus the loss of flexibility on account of a 
distorted response to output shocks. 

Part 11 of the book analyses the normative issue of how central 
banks and monetary regimes themselves change and evolve in res- 
ponse to society's preferences and strategies. Using a graphical 
method, the author specifies the upper and lower bounds of the interval 
containing the optimal degree of central bank independence in terms 
of the structural parameters of the model. The author demonstrates 
that assuming a negative supply side effect of inflation on growth in 
the longer term would reduce the inflationary bias of discretionary 
monetary policy, alleviating society's credibility problem. On the other 
hand, if this supply side effect is high, lower would be the implied 
optimal central bank independence. 

In last chapter, the monetary policy game with private informa- 
tion, is integrated with labour union behaviour B Ia New-Keynesian 
bargaining theories of unemployment, thus, endogenizing the natural 
rate of unemployment. Wage-setting is discussed in a totally union- 
ized economy under a constant money supply rule, GNP targeting, 
full commitment to a simple zero inflation rule, a discretionary re- 
gime and an independent central bank as an agent for social welfare. 
Using a game-theoretic model, the author finds that the more aggres- 
sive the union, the higher the inflationary bias of discretionary mon- 
etary policy and the more difficult the society's credibility problem. 
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Thus, the optimal degree of central bank independence, as an institu- 
tional device to meet time consistency, increases with the aggression 
of the union. As the union becomes more aggressive, society moves 
from a fully discretionary regime to a nominal income rule. With a 
higher weight on the real wage target, a nominal income rule is domi- 
nated by the independent central bank regime. With an even higher 
weight placed on the real wage target, the independent central bank 
regime is dominated by an inflation-targeting regime. And the author 
does not fail to add as a note of caution, "With society's optimal 
central banking institution being contingent on the labour market re- 
gime, ....... independence should be viewed as a preventive rather 
than a remedial device. Once high inflation has been allowed to de- 
velop, central bank independence alone does not suffice to extirpate 
it." (italics added) 

Any study in institution arrangement has to be context specific 
and the author not aspiring to find any such universal arrangement, 
confines himself to 12 industrial countries. While this may not be a 
shortcoming, it would have been rewarding had the esoteric models 
been applied to developing countries as well to see how they fare. 

To recall Cukierman, the applicability of the quantitative indices 
of central bank independence to developing countries is' limited by 
the gap between the de jure status of their.centra1 banks and their de 
facto position, which could have yielded lack of correlation between 
the average rate of inflation and central bank independence in devel- 
oping countries in his study. One wishes that Schaling had spent some 
more time on detailing the components of central bank independence, 
i.e., what kind of objectives and variables other than price stability 
impinge upon the independence. In particular, he has not listed two 
other important motives which could rock monetary stability, perhaps 
more so in developing countries, apart from the revenue and employ- 
ment motives, the balance of payments- motive (surprise devaluations 
for improving balance of payments, which again gives rise to time- 
inconsistency) and the financial stability motive (controlling interest 
rates so as not to harm the profitability of commercial banks, espe- 
cially the state-owned ones). 
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The universality of Schaling's ES Index and of the empirical 
findings based on it are circumscribed by his leaving out attributes of 
instrument independence. The latter certainly has more relevance for 
central banks outside Schaling's rather limited sample, especially for 
the central banks in developing countries. Instrument independence, 
by providing some means of pursuing credibility to these central banks, 
could be a half-way house for them on their way to full-fledged policy 
independence. 

Of the variables which would have implications for central bank 
independence especially in developing countries, the ones that need 
to be included are the exchange rate stabilisation, the relation of 
government and central banks in the conduct of exchange rate policy 
and the responsibility for its burden, the foreign exchange guaran- 
tees, the financial independence of the central bank, the separation of 
bank supervision from monetary and forex operations, the responsi- 
bility for debt management, the accountability norms (reporting 
requirements, audit). The author has only briefly touched upon these 
issues, given his focus of enquiry. 

As the degree of unionisation in developing countries may not 
be high, one would have to think of impulses to inflation in terms 
other than the nominal wage contracts. In this context, apart from 
exchange rate movements, the government and public sector deficits 

. spurred by subsidies and employment motive assume special signifi- 
cance. In fact, a tight monetary policy is unsustainable in the face of 
a lax fiscal policy. Chapter 5 of the book in fact discusses these 
issues, giving valuable leads for further research. Placing a limit on 
deficit, or on government borrowing as well as a cap on recourse of 
government to central bank credit could be important constituents of 
central bank independence in this context. In fact, compelling govern- 
ment to place its debt at market determined rates imparts economic1 
instrument independence to the central bank by making its open market 
operations viable while limiting monetary accommodation of deficits 
at the same time. 

None of the above observations, however, should detract from 
the usefulness of this contribution to the central bank independence 
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literature. The author, himself a central banker, has assiduously kept 
up objectivity in his analysis. As the theme of the book is the central 
bank independence with reference to the industrial world, it would 
be unjust to expect an universal application of the points that emerge 
from the study. 

Naveen B. Sharma* 

* Shri Naveen B. Sharma is Research Officer in the Internal Debt Management Cell. 
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The growing openness in the world economy in the last two 
decades as evidenced in the expansion in trade, the international- 
isation of production, the improvements in communications and the 
legalisation of foreign currency instruments in a number of countries 
has created a ground for openness of capital account. The removal 
of restrictions on capital controls in many industrialised countries since 
the 1980s created an international order in which individuals and firms 
started accessing the international financial markets freely, without 
the intermediation of national Governments to balance the differences 
in world saving and investment. In recent years, many developing 
countries, realising the inefficiencies embedded in a regime of capital 
control, and with the aid of the multilateral organisations like the 
IMF, World Bank, OECD and the European Union, have attempted 
to promote capital account liberalisation. This brought in its wake a 
wide array of concerns relating to the appropriateness of controls on 
capital movements in the changing context of the world economy. 
The book under review is an attempt to unite the ideas and experi- 
ences in this area with the help of some broad theoretical chains. The 
volume contains contributions from the well known experts like Rob- 
ert Mundell, Jeffrey Frankel, Manuel Guitian and Sebastian Edwards. 
A blend of theory, policy and experience is the hallmark of the book 
which obviously stakes a claim to be a good research work on inter- 
national capital mobility and monetary policy. 

The presentations in the book revolve round three basic themes, 
viz., a) the impact of capital mobility on the macro economy, b) the 
sequencing of the process of liberalisation, and c) the effectiveness of 
capital controls in achieving their intended objectives. Though the 
authors discuss these issues taking into account the socio-economic 
contexts of the countries concerned, certain broad lessons could still 
be derived. 
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The practical policy problems in capital account liberalisation 
and the resultant loss of control on domestic monetary policy are 
widely recognised because there is a perceived threat that removal of 
capital controls is likely to increase the vulnerability of domestic 
economy to external shocks, which may destabilise the economy and 
in some cases result in over-borrowing eventually leading to a debt 
problem, loss of confidence and capital flight. How do various coun- 
tries address these issues while liberalising their capital account? Are 
macroeconomic stabilisation objectives consistent with capital account 
convertibility? These questions are important and are faced by policy 
makers in developing countries at regular intervals. 

Macro economic reform process in many developing countries 
has significantly moderated domestic inflation rates in recent years 
and attracted capital inflows from abroad. The dilemma of protecting 
real exchange rate from appreciation, on the one hand, and ensuring 
domestic price stability on the other, has posed difficult policy chal- 
lenges for these countries, which, while treading cautiously towards 
capital account liberalisation, seek to keep their sights fixed on the 
stabilisation objective. Country experiences in this regard are helpful. 
For instance, Mundell shows how the Korean stabilisation policy in 
the 1980s successfully tackled the issue of coordination of capital 
inflows, domestic inflation and exchange rate appreciation, through a 
combination of measures which strengthened the structure of the 
macro economy, put in place an appropriate exchange rate and re- 
duced pressures on the interest rate. While fortuitous external envi- 
ronment played a major role in the Korean success i n  dealing with 
the capital inflow, what, however, emerged triumphant is the policy 
authority's resolve to balance the budget and apply monetary restraint. 

Frankel's contribution on the experiences of the newly industri- 
alised economies of Asia highlights the importance of the integration 
of monetary policy and exchange rate management in  dealing with 
capital inflows. Frankel suggests that a flexible exchange rate system 
with nominal anchors seems to be the best policy option if capital 
account is to be liberalised. Appropriate monetary policy will in such 
case be determined by structural constraints of the economy. 

Minford shares a different perspective on whether exchange rate 
should have a nominal anchor, with a high degree of capital mobility. 
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He examines the issue in the context of the exchange rate manage- 
ment in the European Union. Minford demonstrates that a system of.  
flexible exchange rates leads to a more stable economy than an ERM- 
type targetzone approach, particularly when there is lack of co-ordi- 
nation among member countries. 

What are the experiences of OECD countries with regard to 
capital account liberalisation? The context of the question stems from 
the fact that, for one reason or the other, most of the OECD coun- 
tries did not favour liberalisation of capital account till the 1980s, in 
view of the abortive attempts towards liberalisation in the 1960s and 
the early 1970s. Tracing the history of capital account liberalisation 
in these countries, Shafer argues that while capital controls in a 
macroeconomic context enable the authorities to achieve inconsistent 
short-run objectives, they inevitably build up imbalances and raise the 
question of credibility in the market which may necessitate "brutal 
adjustments when it becomes impossible to sustain it". Shafer notes 
that the trend towards liberalisation in the capital account in the OECD 
countries was influenced by the concern that costs of a 'command 
and control' approach could be high in terms of inefficient allocation 
of savings. An important lesson that Shafer drives home is that re- 
moval of capital controls must be accompanied by fundamental reori- 
entation of monetary policy to control inflation, as it happened in the 
OECD countries. Indeed, if it were not for deregulation of capital 
transactions, the OECD countries' resolve to ensure long run price 
stability could not have been as bold as it has turned out to be now. 

Unified views on the capital account liberalisation, however, can- 
not be got, going by the experiences of Asia-Pacific countries in re- 
lation to capital account liberalisation and macroeconomic policy. Dis- 
cussing the experiences of Korea, Park and Park note that increased 
capital flow is more likely to produce higher growth at the cost of 
higher inflation and deterioration of balance of payments - a concern 
that is shared in many developing countries. Relating the real asset 
speculation in Korea to capital account liberalisation, Park and Park 
caution that real asset prices may jump as a result of disequilibrium 
in the domestic and external markets and this was evident in the 
second half of the 1980s, when Korea witnessed exchange rate ap- 
preciation and a huge trade surplus. The fact that Korea has so far 
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viewed capital account liberalisation with a tinge of aversion and scep- 
ticism is a testimony to what could be termed as an 'over cautious' 
approach to financial market deregulation when fundamentals are not 
all that sound. In contrast to Korea's overcautious approach, de- 
regulation of capital account in Japan was guided by the trade situa- 
tion in that country - relaxation of controls to encourage capital 
inflow when trade deficit was high and yen was depreciating, and 
withdrawal of controls to encourage capital outflow when trade sur- 
plus was rising and yen was appreciating. Fukuda examines the de- 
terminants of capital controls in Japan and the distributional effects 
of deregulation for the Japanese economy. An important finding by 
him is that while regulations of capital inflow helped the Japanese 
Multinational Trading companies to exploit the vbitrage opportuni- 
ties in the forward exchange market and increase'their exports, par- 
ticularly to South-East Asian economies, they had adverse welfare 
implications for the Japanese economy in terms of distortion in re- 
source allocation. 

The book contains two very competent contributions - one by 
Sebastian Edwards and the other by Calvo et a1 - on the mac- 
roeconomic implications of capital account liberalisation for Latin 
American economies, which face an altogether different economic en- 
vironment and have a history of prolonged economic instability. 
Sebastian Edwards explores the experiences of Latin American coun- 
tries with fixed exchange rate regimes. He argues that the crises in 
the fixed exchange rate system of Latin American economies stemmed 
from the desire to override financial discipline with the help of for- 
eign debt. While this is an important finding, Edwards has not ad- 
dressed the implications of capital account liberalisation for the ex- 
change rate regime, which is the principal focus of this volume. Calvo, 
Leiderman and Reinhart revisit the episodes of liberalisation in Latin 
American countries and argue that the recent surge in capital inflow 
to these countries might see a reversal due to external factors and 
the policy authorities may have to face an entirely different set of 
questions than at present, which are mostly in the nature of tackling 
the problems of exchange rate appreciation and higher domestic in- 
flation. A major concern expressed by them is that capital inflows 
into Latin American economies are mostly of 'Hot Money' variety 
which can reverse at short notice and may cause domestic financial 
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crises. The loss of exports due to exchange rate appreciation result- 
ing from capital inflows is also a cause of concern. In this context, 
Calvo et a1 explore alternative policy options for Latin American 
countries to deal with capital inflow - tax on capital imports, export 
subsidies, fiscal tightening, sterilised and non-sterilised intervention 
by central banks and other measures such as increase in marginal 
reserve requirement on banks and regulation on bank investment in 
equity and real estate markets. While Calvo et a1 are strongly against 
the sterilised intervention on the ground that it might increase inter- 
est rate differential and imply higher fiscal burden, they seem to pre- 
fer policy measures like taxing short term capital imports, raising the 
marginal reserve requirements on banks and increasing the scope of 
exchange rate flexibility. They are not, however, convinced that these 
measures will dramatically change the behaviour of exchange rates 
and interest rates in these countries, although they might help to re- 
duce the vulnerability of a possible capital flight. 

Apart from the question whether a country should deregulate 
capital transactions, the problem of sequencing has also assumed im- 
portance in this context. Mckinnon shows that liberalisation of trade 
accounts generates a depreciation in the exchange rate while relax- 
ation in the capital account results in an appreciation of the exchange 
rate. This problem of competition of instruments is resolved by de- 
laying the capital account liberalisation until the removal of trade 
distortions through adjustments in the real sector. A number of stud- 
ies have noted that with a significant presence of trade distortions, 
opening up of the capital account controls may reduce welfare in- 
stead of increasing it. The book seems to suggest a consensus in the 
sequencing pattern, starting from trade reform and proceeding to- 
wards financial reform. It has also been noted that once trade re- 
forms are put in place, the channels of erosion of capital controls are 
numerous with the result that the effectiveness of capital controls 
significantly wanes. This lends some inevitability to the sequencing 
process where trade reform increases the costs of control in the fi- 
nancial markets, ultimately opening the way for financial deregula- 
tion. Another major concern associated with the liberalisation of capital 
account is the erosion of the domestic tax base for the Government. 
This makes fiscal consolidation an essential pre-requisite for capital 
account liberalisation. Manuel Guitian, Nansen, and Park and Park 
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deal explicitly with the sequencing debate. Guitian's survey emphasises 
the need for sequencing and a stable macro economy before relaxing 
capital controls. Park and Park favour a gradual approach instead of 
rapid liberalisation . Hansen has stressed the importance of having a 
sound domestic financial system in the transition to an open capital 
account. In discussing the sequencing pattern of capital account de- 
regulation in different countries, the book recognises the existence of 
synergism in the liberalisation process by which reform measures in 
various sectors reinforce each other to produce efficient outcomes 
for the economy as a whole. A typical trade liberalisation process 
requires exchange rate depreciation on a sustained basis for a consid- 
erably long period of time alongwith macroeconomic stability assum- 
ing a primary responsibility towards stabilisation at the early stages 
of reform. These conditions are of crucial importance to absorb the 
negative outcomes that the capital account liberalisation may pro- 
duce for the trade and monetary sector. 

The third issue which has been discussed at length in this book 
is the efficacy of controls. Many economists have tended to argue 
that controls would be ineffective as there can exist a number of 
channels through which controls could be evaded . Besides, the rapid 
growth in liquid international funds and increasing globalisation of 
production have made capital controls costlier. Growth of offshore 
markets has eroded national financial barriers and has enhanced the 
capacity of firms to develop evasion strategies. The sustained growth 
of multinational firms has led to potentially rapid capital movement 
which is difficult to be brought under capital controls. Once current 
accounts are made free, in a world of integrated capital markets, 
ensuring the efficacy of capital controls could turn out to be costly. 

A number of empirical studies have revealed that controls slow 
down the process of convergence of domestic and international inter- 
est rates by introducing divergences in the interest rate parity condi- 
tions. It is also argued that if domestic saving is found to be highly 
correlated with the domestic investment, capital controls could have 
effectively blocked the external influence on investor preferences. The 
book has succinctly presented these arguments and analysed the effi- 
cacy of capital controls in meeting their intended objectives in the 
context of various economies. 
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Though the volume has generated high quality discussions on a 
. number of interesting issues in capital account liberalisation, certain 

other issues which have been gaining prominence in the recent years 
have not been given enough attention. The impact of capital mobility 
on intersectoral as well as intertemporal consumption and investment 
pattern has not received due place in the book. Again, the possibility 
of speculative attacks and their consequences have also not been dis- 
cussed. In reality, investors are prone to rumours and in spite of all 
the information technologies, speculative forces tend to have band- 
wagon effects and influence capital flows . It is in this context one 
appreciates the Tobin proposal to stem the speculative forces by im- 
posing a transaction tax on capita1,'throwing sand in the wheel'. Oth- 
ers have emphasised the need to accommodate private reaction to 
controls for an improved understanding of the implication of con- 
trols. 

Notwithstanding these limitations, the book is outstanding for 
its ideal balance of theory, practice and quantitative analysis, and for 
its simple and straightforward message of the issues that policy mak- 
ers need to consider before undertaking such a vital policy measure 
as capital account liberalisation. 

Sunando Roy* 

-- 

* Shri Sunando Roy is Research Officer in the Department of Economic Analvsis and 
Policy. 




