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Introduction

Financial institutions are interconnected by way of transactions in
the form of loans, investments or deposits with one another. Due to such
interconnections, a shock striking one financial institution can spread to another
institution and can create a ripple effect, ultimately resulting in a systemic
failure. Systemic risk refers to such risks, which can lead to a breakdown of
the financial system through the channel of contagion. Furfine (2003) cited
one more type of systemic risk, “the risk that a financial shock causes a set of
markets or institutions to simultaneously fail to function efficiently”.

Systemic risk generally builds up during credit booms or in times of
low asset price volatility and materialises during crises. Further, during times
of crisis, spillover effects of systemic risk can amplify initial adverse shocks.
This ramification of systemic risk was witnessed during the Global Financial
Crisis (GFC). Consequently, the Basel Committee on Banking Supervision
(BCBS) developed Basel 111 Standards to improve banking sector’s ability to
absorb economic and financial shocks, thereby reducing the risk of spillover
from the financial sector to the real economy. These measures taken by the
BCBS aided the banking sector worldwide to build sufficient capital and
liquidity buffers and is one of the possible reasons for its resilience shown
during the COVID-19 pandemic.

The regulatory, monetary and fiscal policies as well as the coordination
between these policies are crucial to address systemic risk (Caruana, 2010).
Caruana (2010) illustrates the dual dimensions of systemic risk and policy
problems concerning each dimension by noting that “the cross-sectional
dimension of systemic risk deals with the structure of the financial system,
its response to shocks, spillovers and amplification of shocks. On the other
hand, the time dimension of systemic risk deals with the build-up of risk over
time and its interaction with the macroeconomic cycle. In the former case, the
policy problem is how to address the common exposures and interlinkages
among financial institutions, while in the latter case, the policy problem is
how to address the procyclicality of the financial system and the progressive
build-up of financial fragility”.
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The assessment of systemic risk and its transmission is, thus,
integral to financial stability and policy design, as attempted in this paper.
The measurement of systemic risk has gained popularity after the GFC;
researchers have developed a multitude of measures to assess systemic risk,
the contribution of individual financial institutions to this risk as well as the
extent to which a financial institution is exposed to it. Several contagion
and systemic risk measures are constructed based on balance sheet-based
information or mutual exposures of financial institutions. Numerous indicators
have been constructed using stock returns, due to their high frequency nature,
data availability without lags as well as the forward-looking behaviour of

stock prices in deriving crucial information on systemic risk.

This paper attempts to assess systemic risk exposure of select banks
in India. Section II covers a brief literature review on various methodologies
used for systemic risk measurement. The methodology for estimating systemic
risk exposure of banks in this paper and the concepts behind the methodology
are elaborated in Section III. Description of empirical data used in this paper
is provided in Section I'V. The procedure adopted for training the models used
for this study as well as the characteristics of the fitted models are described
in Section V, while Section VI discusses the performance of the fitted models.
Major results of the study are presented in Section VII and the concluding
observations are presented in Section VIII.

Section I1
Literature Review

Various methods have been proposed in the literature to measure
systemic risk. The “marginal expected shortfall (MES)” proposed by Acharya
et al. (2017) is a widely used measure, which estimates “the expected loss of
a stock conditional on a crisis”. The “Conditional Value-at-Risk (CoVaR)”
proposed by Adrian and Brunnermeier (2011) is another popular measure.
CoVaR is defined as the “Value-at-Risk (VaR) of a financial institution
conditional on another financial institution being in distress”. The authors
employ quantile regressions to estimate CoVaR. The methodology can be
applied to estimate the contribution and exposure of a financial institution to
systemic risk. Drakos and Kouteras (2013) applied this CoVaR measure to
investigate the extent to which various sub-segments of the financial system
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contribute to overall systemic risk in emerging markets. Lopez-Espinosa et
al. (2013) modified the CoVaR methodology by including asymmetries in the
specification of Adrian and Brunnermeier (2011).

Meanwhile, Girardi and Ergiin (2013) estimated CoVaR using
“multivariate GARCH models”, wherein financial distress was defined as
“the return of the institution being at most at its VaR”, rather than being
exactly at its VaR as proposed by Adrian and Brunnermeier (2011), to allow
for more severe distress events. The time-varying correlation of the GARCH
model enables not just the systemic risk measurement but also the possible
changes over time in the linkage between the bank/financial institution and
the financial system. Karimalis and Nomikos (2018) proposed a methodology
based on “copula functions” to estimate CoVaR and estimated the systemic
risk contribution for a portfolio consisting of large European banks.

Hardle et al. (2016) enhanced the quantile regression based CoVaR
methodology by developing a “dynamic Tail-Event Driven Network Model
(TENET)” to assess interconnectedness as well as systemic risk in the US
financial market. They integrated tail event and network dynamics and
proposed ‘““a semi-parametric measure to estimate systemic interconnectedness
across financial institutions based on tail-driven spillover effects in a high
dimensional framework” and also identified “systemically important
institutions conditional to their interconnectedness structure”. Kelibar and
Wang (2022) refurbished CoVaR using Artificial Neural Network Quantile
Regression model.

Systemic risk tends to get amplified during periods of stress, and risk
spillover during such periods can be non-linear in nature. Artificial neural
network (ANN) models are efficient in capturing such non-linearity in risk
spillover. This paper attempts to assess systemic risk exposure of select banks
in India by estimating CoVaR using ANN-quantile regression (QR) method.

Section I1I
Methodology

111.1 Value-at-Risk

Value-at-Risk (VaR) is a popular risk management tool used by banks/
financial institutions and regulators to assess credit, market and operational
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risks. If X; represents the loss of a financial institution i, then VaR" is defined
as the maximum loss of i at T % level of confidence.

P(X; < VaRl)=1t% (1)

VaR measures the idiosyncratic risk a bank is exposed to. In other
words, it focuses on the risk of an individual bank in isolation. During
periods of stress, the risk from one bank can get transmitted to another due to
interconnectedness among banks/financial institutions. Large, interconnected
banks as well as the smaller ones that are systemic as a herd can generate
negative risk spillover effects on others. However, VaR cannot capture such
risk spillovers. CoVAR addresses the shortcomings of the VaR measure.

111.2 Conditional Value-at-Risk (CoVaR)

Adrian and Brunnermeier (2011) defined CoVaR{Ii as the VaR of
bank (or portfolio) j conditional on another bank (or portfolio) i being in
financial distress (i.e., at its VaR).

P(X; < CoVaR!" | X; = VaR\)=1 % -(2)

As CoVaR is conditioned on another bank’s distress, it can capture
possible risk spillovers among banks. According to Adrian and Brunnermeier
(2011), “CoVaR focuses on tail distribution and is more extreme than VaR,
as CoVaR is a VaR that conditions on a “bad event”, a conditioning that
typically shifts the mean, increases the variance, and potentially increases
higher moments such as skewness and kurtosis”. The CoVaR of institution i
conditional on institution j is not same as the CoVaR of institution j conditional
on i. If i represents a single bank/financial institution and j represents a group
of other banks/financial institutions (or a system), then C oVaRili can be
interpreted as the value-at-risk of the system conditional on the distress of i and
is indicative of the contribution of i to systemic risk. However, if i represents
the system and j represents a single bank/financial institution, then C oVaR{ I
can be interpreted as the value-at-risk of j given that financial system i is under
distress and it measures the exposure of j to systemic risk. This paper focuses
on the latter case wherein a bank/financial institution’s exposure to systemic
risk is assessed.
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111.3 CoVaR Based on Quantile Regression

The Quantile Regression model developed by Koenker and Bassett
(1978) is a robust alternative to ordinary least square models in cases where
error distributions are non-Gaussian. It is widely used for modelling quantiles
of distributions, and therefore, it is appropriate to model tail distributions.
Adrian and Brunnermeier (2011) proposed estimation of CoVaR, based on the
following quantile regressions models:

Xi=ab+ yi M+ ep, (3)

Tt

where X/ represents the ‘loss’ of institution i at time #, M, is a vector of state
variables at time ¢ and th I represents the loss of institution j at time ¢, given
that institution i is in distress. VaR and CoVaR are obtained from the predicted
values of these quantile regressions as follows:

covarly = &l + p/' m, + p/" varL, (6)
111.4 Artificial Neural Network

It is well-known that during periods of stress, systemic risk tends
to be amplified and the nature of risk spillover during such periods differs
from normal periods. Further, risk transmission is non-linear in nature. As
quantile regression is essentially a linear model, it cannot capture the non-
linear dimensions of risk. One of the possible ways to model non-linearity is
to harness artificial neural networks.

ANN is a data-driven modelling tool which has an architecture based
on the structure and function of a biological neural network. This multi-layer
computational network contains an input layer, one or more hidden layers and
an output layer, wherein each layer consists of nodes. Each node in a layer is
connected to nodes in the next layer. The input layer receives the input signals
or real-world data. The main feature of an ANN is the presence of hidden
layers. The first hidden layer takes inputs from the input layer, performs certain
calculations, and passes on the result to the successive layer. The outputs of
each layer form the inputs for the successive layer. The computations in each
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node of a layer can be expressed as a non-linear function z; of the nodes in the
previous layer in the form,

zi =YXy wi x; + by) (7

x;s represent the inputs received from the previous layer, w;s are the weights
assigned and by is the bias. i is the activation function, a mathematical
function which introduces non-linearity to the network. Sigmoid, hyperbolic
tangent function (Tanh), softmax, rectified linear unit (ReLU), leaky rectified
linear unit (Leaky ReLU), and exponential linear unit (ELU) are some of the

common activation functions used in neural networks.

The neural network is trained to learn the parameter values (weights
and bias) through forward and backward propagations. Forward propagation
involves receiving inputs through the input layer, propagating to the hidden
layers, and finally generating the output in the output layer. The predicted output
obtained by passing the inputs through the forward network is compared to the
target output to calculate a loss or an error function. Backward propagation
involves computing the gradient of the loss function and moving backwards
from the output to input layer to update the weights of neural network. This
iterative procedure of forward and backward propagations is repeated till the
loss function is minimised, thereby generating finetuned weights for the neural
network. The network structure is determined using a set of variables called
hyperparameters. The hyperparameters of an ANN model include the number
of neurons in each hidden layer, activation function, optimiser, learning rate,
batch size, and epochs. These hyperparameters need to be tuned to get their
optimal combination in such a way that the objective function is optimised.

111.5 Artificial Neural Network Quantile Regression

While neural networks are used extensively in classification and linear
regression problems, their application in quantile regression is less explored.
In linear regression problems, the neural network algorithm generally attempts
to minimise the loss function, mean square error (MSE). As quantile regression
models quantiles rather than mean, the algorithm attempts to estimate the t™

conditional quantile by minimising a loss function viz., quantile loss function,
defined as,

L) =73, P e =90 (8)
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Pt is defined as,
_(Tu (o), if u,(t)=0
Pl 0 =, ) <0 )

where u;(t) = y-¥, T € (0,1), Y¢ and ¥, are the actual and estimated values,
respectively. The quantile estimator provides much richer information on
the whole conditional distribution of ¥+ and more robust estimates under the
presence of outliers and non-linearities as compared to the ordinary least
square estimator (Chronopoulos et al., 2021). While quantile regression is
essentially a linear model, non-linearity can be introduced in the model by
harnessing a neural network to fit the model. This can be achieved by applying
appropriate non-linear activation functions in the ANN-QR model.

111.6 Methodology for Estimation of CoVaR Using ANN-QR

In this paper, CoVaR is estimated using ANN-QR model similar to
the one proposed by Kelibar and Wang (2022). The relevance of using this
approach for estimating CoVaR stems from its flexibility in detecting possible
non-linear dependencies in data, as the conditional quantile of a bank/financial
institution on another one during times of distress behaves non-linearly. The
first step in estimating Artificial Neural Network based CoVaR (ANN-CoVaR)
is to estimate VaR. Here, the VaR of the i bank is estimated using quantile
regression based on a set of macro-financial variables M, as in equation (3),
where the conditional quantile of the error term is zero. VaR is estimated as
the fitted value of the quantile regression as indicated in equation (5), such that
the probability of losses of the i" bank (X}) less than or equal to VaR;t is equal
to the quantile T = 95 per cent. Hence, VaR is computed based on the linear
quantile approach.

ANN-CoVaR is estimated as a fitted conditional quantile, building on
the results of VaR obtained using equation (5). The conditional quantile of
bank j’s returns is regressed on the returns of all other banks and a set of
macro-financial variables through a neural network as,

X{ = he(X;") +¢

= %21 W‘r(r)l l/)(Zﬁij Wlicl,ka,t + Z£=1 yl?,ka,t + b1}111 ) + bO + Eg ...(10)
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where the conditional quantile of the error term is zero and —j represents k # j
: il .. :
(i.e., all banks except the J*" bank). The ANN-CoVaR of bank j is estimated as
the fitted neural network at the distress scenario as

CoVaR], = hg(VaR ] (1)

where, hy is the estimated neural network. In this case, the probability of
losses of the j* bank (th) less than or equal to C oVaRi’t given that the losses
of rest of the banks (X, J) are at their VaRs is equal to the quantile T =95 per
cent. Non-linearity in the network is induced through the non-linear activation
function ¥. ANN-CoVaR of the j* bank can be interpreted as the 7" quantile
of the return distribution, given that the system (of rest of the banks) is at its
VaR.

Although the approach of Kelibar and Wang (2022) is applied in this
paper, there are certain central differences. In this paper, macro-financial
variables are also used in the estimation of CoVaR, consistent with the
fundamental approach of Adrian and Brunnermeier (2011). Secondly, the
Leaky ReLU activation function applied to induce non-linearity in this paper
i1s an improvement over the ReLU activation function used by Kelibar and
Wang (2022), as elucidated in Section V.5. In this paper, CoVaRs are estimated
for a wider set of 26 banks operating in India, while Kelibar and Wang (2022)
analysed eight US Global-systemically important banks (G-SIBs). Kelibar
and Wang (2022) used a sliding window for training the data, whereas training
is done in batches in this paper.

The methodology for estimating ANN-CoVaR is mainly based on stock
prices and it does not consider any balance sheet-based financial performance
indicators of financial institutions. Therefore, the efficacy of this methodology
depends on market efficiency. Efficient Market Hypothesis (EMH) (Fama,
1970) suggests that when markets are efficient, stock prices of a firm
reflect all available information of the firm. If markets are inefficient or less
efficient, stock prices need not be reflective of the firm’s performance and in
such cases this methodology may not be eftfective. The methodology is also
computationally intensive.
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Section IV
Empirical Data

Using the methodology in the previous section, ANN-CoVaR is
estimated for a set of 26 listed banks, using the daily stock returns of these
banks. For convenience of estimation, the stock returns are converted to
losses, X,f, defined as,

Xi=- (%) 100
t N, ..(12)

where, N/ is the stock price of the i bank on the # day.

Thus, stock loss represents the daily percentage loss(+) or gain(-) for an
investment in one unit of a stock. As VaR and CoVaR are defined as maximum
losses, working with losses rather than returns aids the interpretability of results.
VaR and ANN-CoVaR are constructed using stock return losses, X; as well as
M, a vector of macro-financial variables. These variables which include daily
NIFTYS50 returns, yield curve slope, NSE volatility index (VIX) and 10-year
BBB bond spread are common risk factors that can have a significant bearing
on bank stock returns. The data are extracted from Bloomberg from January
01, 2008 to June 30, 2022.

Section V
Training the ANN-QR Model for Estimating CoVaR

V.1 Train and Test Data

For training the neural network, the data were divided into training and
testing samples in the ratio of 70:30, maintaining the time series structure of
the data. The model parameter values (weights and bias) for each bank were
estimated using the training dataset and the model performance was tested
using the test data. The tuning parameters were optimised by choosing the
model specification which minimised the quantile loss objective function
mentioned by equation (8), using an appropriate optimisation algorithm. The
out-of-sample performance of the model was evaluated using the test data.

V.2 Characteristics of the Fitted Neural Network

In this paper, CoVaR was estimated by minimising the quantile loss
function for T = 95 per cent. The neural network for each bank was estimated
with one hidden layer (a shallow neural network) for simplicity. However,
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Chart 1: Neural Network Structure of Estimated ANN-CoVaR for PSB1

Input Layer (+19)

Output Layer
Source: Author’s estimation.

the number of nodes in the hidden layer, being a hyperparameter, varied from
bank to bank due to tuning. For instance, in case of PSB1, a public sector bank
(PSB), the optimisation was achieved with ten nodes in the hidden layer. The
input layer consisted of 29 nodes representing the stock losses of the rest of
the 25 banks as well as the four macro-financial variables, whereas the output
layer contained one node representing the final output of the sequential model.
The neural network structure of ANN-CoVaR estimated for PSB1 is displayed
in Chart 1.

V.3 Batch Size and Epoch

A neural network performs training in batches or sub-samples wherein
each batch is passed through the network to learn the parameters. The number
of samples passed through the network at a time is called as batch size. Being
a hyperparameter, a batch size of 125 was found to be optimal for most of the
banks. Therefore, the training was done for most banks in batch sizes of 125,
which pertained to almost half year of the data. Training the neural network
was done sequentially in disjoint batches using the complete set of training
data to complete one epoch. The internal model parameters were updated with
completion of each epoch. Epoch was also a hyperparameter and the number
of epochs yielding optimal results varied from 16 to 42 for various banks
(Annex 1).



12 RESERVE BANK OF INDIA OCCASIONAL PAPERS

V.4 Optimisation Algorithm

The loss function can be minimised using various optimisation
algorithms, such as gradient descent, stochastic gradient descent, Adagrad,
Adadelta, Adam etc. In this paper, Adam optimiser, an efficient stochastic
optimisation algorithm proposed by Kingma and Ba (2014) was applied
to optimise the quantile loss function. Adam computes individual adaptive
learning rates for different parameters from estimates of first and second
moments of the gradients and is well-suited for data with large number of

parameters.
V.5 Activation Function

Kelibar and Wang (2022) applied a ReLU activation function defined
as max (0, x) for inducing non-linearity. Although ReLU does not suffer from
the vanishing gradient or exploding gradient problems which are generally
encountered with sigmoid and softmax activation functions, it suffers from
a problem known as dying ReLLU, which creates certain dead neurons during
the optimisation process (Géron, 2022). A ‘Leaky ReLU’ activation function
takes care of the disadvantage of the dying ReL.U problem by assigning a small
weight to negative values. Hence, in this paper, a ‘Leaky ReLU’ activation
function was applied to induce non-linearity in the model. ‘Leaky ReLU”’ is
defined as,

f(x) = max(0.3x, x) ..(13)

The neural network was modelled using Tensorflow and Keras
frameworks in Python software.

Section VI
Model Performance and Robustness

The ANN-QR model for each bank was estimated by minimising
the average quantile loss function of the train data set. The out-of-sample
performance of the ANN-QR model for each bank was evaluated using
average quantile loss of the test data set. Further, the performance of the ANN-
QR model of each bank was compared with that of a baseline linear quantile
regression (LQR) model estimated at T = 95 per cent, defined as

X! = b+ XKeiWiemXie + ey ViemMice + €] (14)
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Alower value of the average quantile loss of the test data indicates better
model performance. A comparison of the average quantile losses of both the
models based on the test data sets showed that the ANN-QR model for each
bank outperformed the corresponding linear quantile regression model for the
bank. This is further substantiated by applying a one-sided Diebold-Mariano
(DM) test on the test data sets. The DM test statistic based on the quantile loss
differentials between the ANN-QR model and the baseline LQR model results
suggested that the ANN-QR model outperformed the corresponding baseline

model for all banks, as evident from the p-values (Table 1).

Table 1: Average Quantile Loss and DM Test Results

Bank Average quantile loss DM test results
ANN-QR Model Baseline Model DM statistic p-value

PSBI1 0.0581 0.1443 -4.693 0.0000
PSB2 0.0697 0.1405 -1.911 0.0281
PSB3 0.0658 0.1917 -3.975 0.0000
PSB4 0.0854 0.2352 -4.078 0.0000
PSB5 0.0669 0.1879 -3.618 0.0002
PSB6 0.0810 0.2394 -2.984 0.0015
PSB7 0.0701 0.2086 -5.681 0.0000
PSBS 0.0641 0.2053 -4.775 0.0000
PSB9 0.0769 0.2052 -4.094 0.0000
PSB10 0.0767 0.2179 -3.179 0.0008
PSB11 0.0735 0.2335 -4.098 0.0000
PVBI1 0.0971 0.2315 -2.101 0.0180
PVB2 0.0601 0.1509 -2.540 0.0056
PVB3 0.0826 0.1715 -5.327 0.0000
PVB4 0.0914 0.2417 -2.972 0.0015
PVBS5 0.0741 0.1600 -2.903 0.0019
PVB6 0.0860 0.1261 -4.316 0.0000
PVB7 0.0972 0.4052 -5.476 0.0000
PVBS 0.0744 0.2944 -5.486 0.0000
PVB9 0.1108 0.3563 -3.450 0.0003
PVBI10 0.0795 0.2233 -3.943 0.0000
PVBI11 0.0763 0.1931 -4.373 0.0000
PVBI12 0.0937 0.1769 -2.671 0.0038
PVBI13 0.0912 0.3388 -5.586 0.0000
PVB14 0.0927 0.2142 -2.245 0.0125
PVBI15 0.1047 0.7128 -2.641 0.0042

Source: Author’s estimation.
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Section VII
Results

Using the methodology illustrated in Section III.6, the systemic risk
exposures of 26 banks during the period January 01, 2008 to June 30, 2022
were assessed. The cross-sectional average of the negative returns, fitted VaRs
and ANN-CoVaRs of these banks during the sample period are presented in
Chart 2. Stress periods were identified based on right tail outliers of ANN-
CoVaRs. If the average of ANN-CoVaR for the 26 banks for any day was
1.5 times inter-quartile range above the third quartile (Q3+ 1.5 IQR)', it was
treated as an outlier. It can be seen that the stress periods identified using
this method corresponded with the various episodes of stress affecting the
Indian economy. Both VaR and ANN-CoVaR remained elevated during such
crisis periods, although the level of ANN-CoVaR was much higher than the
corresponding VaR.

In the period considered for this study, the highest peak of ANN-
CoVaR was seen at the onset of the first wave of the COVID-19 pandemic
(Q1:2020); the second highest was in Q4:2008 during the Global Financial
Crisis (GFC). However, the spurt in ANN-CoVaR was more persistent during
the GFC period unlike in the pandemic period. Risk spikes could also be
observed following the Russia-Ukraine conflict in Q1:2022 and during the
second wave of the pandemic in Q1:2021. Other notable spikes were during

Chart 2: Estimated VaR and ANN-CoVaR
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Source: Bloomberg and Author’s estimation.

1 A popular method used for right tail outlier detection in machine learning.
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Q3:2015 at the start of the Asset Quality Review (AQR); Q3:2013 during
the taper tantrum; and Q3:2011 during the European debt crisis. This shows
that events affecting the stock market, irrespective of whether they originate
from within the financial system or outside, can escalate the systemic risk
exposure of banks.

The fitted ANN-CoVaRs can be used to rank banks in the order of their
systemic risk exposure during stress periods and non-stress periods. The tail
distributions of the fitted ANN-CoVaRs were analysed to identify banks that
were more vulnerable to systemic risk (Chart 3). At the median level, ANN-
CoVaRs did not vary much across bank groups. However, towards the tail of
the distribution, ANN-CoVaRs of private sector banks (PVBs) outweighed
those of PSBs. This indicated that in general, PVBs were more susceptible to
systemic risk exposure during stress periods.

Chart 3: Median and Tail Distribution of ANN-CoVaR
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A possible reason for this might be the higher dependence of PVBs’
equity capital on foreign investment inflows, which are susceptible to sudden
shocks, by virtue of higher caps? allotted to PVBs as compared to PSBs.
Further, PVBs are net borrowers from the financial system and about 74 per
cent of the fund-based interbank market is short-term in nature (RBI, 2022).
During periods of higher systemic stress, the borrower banks can be exposed
to increased rollover risk and liquidity risk, hence can be more impacted
by systemic risk than their counterparts. Also, ANN-CoVaR was higher for
smaller banks than the bigger ones. Further, ANN-CoVaR of a bank on a stress
day was manifold than that on a tranquil day.

During stress periods, tail events tend to spill across banks/financial
institutions accentuating systemic risk. However, high systemic risk results
in bank insolvency only if such risk materialises. Strong capital and liquidity
buffers of banks as well as timely central bank intervention can prevent such
risk events from materialising into bank insolvency. The Indian banking
system did not witness any materialisation of systemic risk during the stress
periods. Nevertheless, if the systemic risk exposure of a bank increases
abruptly and persists for a longer period, it can be a cause of supervisory
concern. The ANN-CoVaR measure can be utilised to gauge early indications
of arise in systemic risk exposure of banks. Due to the immediate availability
of stock market data, the ANN-CoVaR measure constructed on a daily basis
can provide early warning signals of stress. This measure can complement
other measures designed to assess the micro-prudential risk of individual
banks. Supervisors can utilise this measure for monitoring the movements of
systemic risk exposure of banks and assessing the change in the dynamics of
their relative systemic risk exposure.

Section VIII
Conclusion

Systemic risk assessment is an integral part of financial stability. While
Conditional Value-at-Risk computed using the Linear Quantile Regression
model is one of the most popular tools to measure systemic risk, it may not
be ideal when risk spillovers are non-linear during stress periods. To tide over

2 Sectoral caps as per Schedule I of the Foreign Exchange Management (NDI) rules,
2019.
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this constraint, this paper uses machine learning methods to estimate systemic
risk exposure of banks. The paper harnesses the neural network quantile
regression model to estimate the ANN-CoVaR of 26 major listed banks and
attempts to capture the non-linear dimension of risk spillovers during stress
periods by inducing a ‘Leaky ReLU’ activation function in the model. The
ANN-CoVaR measure is constructed using the daily stock returns of banks, in
view of its high frequency nature and timely availability as well as its efficacy
from a forward-looking angle.

The out-of-sample tests proved that the estimated ANN-QR model
outperformed the corresponding linear quantile regression model. The
results revealed the dynamics of select banks’ exposure to systemic risk
during stress and non-stress periods. The stress periods identified in the
paper corresponded with the various episodes of stress affecting the Indian
economy. To illustrate, the highest peak was seen at the onset of the first
wave of the COVID-19 pandemic and the second highest during the GFC.
At the median level, the ANN-CoVaR measure did not vary much across
bank groups. However, towards the tail of the distribution, the ANN-CoVaR
of PVBs outweighed those of PSBs, underlining greater susceptibility of the
former to systemic risk exposure during stress periods. Furthermore, in the
tail region, the ANN-CoVaR measure is higher for smaller banks than the
bigger ones, signifying that smaller banks are more exposed to systemic risk
during stress periods.

The persistence of CoVaR at a higher level for an extended duration
can be a cause of concern. In the Indian context, strong capital and liquidity
buffers of banks as well as timely central bank intervention have till now
prevented any systemic risk event from causing bank insolvency. It is crucial
for supervisory authorities to monitor the movements in systemic risk exposure
of individual banks to initiate appropriate remedial actions to prevent any
future materialisation of the systemic risk. The estimated ANN-CoVaR can,
thus, effectively complement the micro-prudential risk assessment toolkit of
bank supervisors. Going forward, the methodology can also be extended to
other listed financial institutions to assess the risk spillovers across the various
segments of the Indian financial system.
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Annex 1. Number of Epochs

Bank Number of Epochs
PSB1 42
PSB2 42
PSB3 20
PSB4 30
PSB5 28
PSB6 28
PSB7 23
PSBS 30
PSB9 28
PSB10 28
PSBI11 34
PVBI1 24
PVB2 38
PVB3 34
PVB4 35
PVBS5 40
PVB6 28
PVB7 28
PVBS 30
PVB9 16
PVBI10 38
PVBI1 27
PVB12 15
PVBI13 27
PVB14 27
PVBI15 17

Source: Author’s estimation.



21

HARNESSING ARTIFICIAL NEURAL NETWORK TO GAUGE
THE SYSTEMIC RISK EXPOSURE OF BANKS IN INDIA

Annex 2. Estimated VaR and ANN-CoVaR for PSB1
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