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vi INTRODUCTION

of prudential accounting norms. AB show that the performance -of banks
has also been constrained by external factors such as monetary policy
and prudential regulations, and barriers to entry and exit. AB then
procced to give an analytical account of the financial sector reforms
being undertaken since early 1992 to improve the working of banks in

paricular,

While economic activities in most dcveloping economics are largely fi-
nanced by bank funds, the investment requirements and the liquidity neceds
arc oficn met by financial markcts. B.M. Misra dcals with the dcvelop-
ments in one segment of financial markets, namely the capital market
since the time of Independence. Since the mid-’eighties, capital market in
India has been subjected to considerable widening and deepening. A num-
ber of specialised institutions too came up, besides the regulatory author-
ity. Misra traces the developments in the primary and sccondary markets
scparatcly, and discusses thc major issucs being faced by the Indian capi-
tal market, viz., the investor protection, the intcgration of stock ex-
changes, the product innovation and technology and the inicgration of
capital market with other markets. The fact that equity market is develop-
ing along with privatc and public decbt market gives confidence that fi-
nancing avcnucs can be best utilised by businesses to minimize costs of
activilies, whilc financial intcrmediarics compete for quality assets.

Macro-economic balance is not mcrcly inicmal balance. External bal-
ance is as important as domestic balance. Muncesh Kapur in a paper on
balance of payments (BOP) points out the unsatisfactory past expericnces
of policies such as import substitution, and export promotion with quan-
tity and tariff constraints. These policics hardly hclped to improve the
BOP. In fact, the import cover of forcign currency assets was limited
for much of the period till the end-‘cightics. Kapur argucs that the 1991
BOP crisis was cssentially a reflection of the growing macrocconomic
imbalances of the ’cightics and of delayed adjustment. Kapur observes
that the policy responses to the crisis drew not only from the ‘clasticity
approach’ and ‘absorption approach’ but also from extcnsive structural
reforms. Kapur also discusscs the exchange raic and external reserve
management issucs in dctail and brings out the imponance of phasing of
capital account liberalisation,

There arc some aspects of external scclor, namely the forcign trade
and forcign investment, on which considerable attcntion has been bestowed
in recent ycars. Sujan Hajra and David Sinatc (HS) survey India’s trade
policy in the post-indcpendence period and point out how cxport
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pessimism and inward orientation have contributed to India’s failure to
improve her export performance, as much as rclatively low rates of do-
mestic growth. The constant pressure on BOP has had an cffect on
India’s trade policies which turned to be highly regulatory till 1991, Ef-
ficicncy rather than import substitution has since permeated the trade
policy refoms. T. Gopinath reviews the cvolution of forcign investment
policy since Independence and examines the relationship between FDI in-
flows on the one hand, and factors such as GDP, inflation rate, forcign
exchange rescrves and a composite indicator that recognises the criticality
of gross fiscal deficit and debt scrvice ratio. The data for 1980-81 to
1994-95 show that FDI inflows arc largely shaped by cconomic funda-
mentals. Policies to attract such inflows may not by themsclves be suffi-
cient for the purpose.

The lone contribution in the arca of international economic relations
by Kumudini Hajra deals with India’s rclations with the Intcrnational
Monctary Fund (IMF). The intcmational policy issucs that India took up
at the IMF represent the developing country interests. But the monctary
integrity of thc Fund was not allowed to be compromiscd. The crucial
point is that in a world of economic intcrdependence, cconomic coopcera-
tion among mecmber States is cssential for world economic growth and
wcll-being.

No literature on Indian development can be complete without a dis-
cussion on issues rclated to economic justice. There are three papers on
them in this special issuc. S.K. Mohapatra tracces the strategies adopted
to attack poverty alleviation, discusses the definitional and mcasurement
issues relating to poverty, provides trends in poverty cstimations over
time, recounts various programmes likc the IRDP, NREP, JRY, PMRY
etc.,, and asks a rclevant question as to ‘where have we gone wrong'?
There are perhaps many possible answers, and as Mohaptra points out,
several factors contributed to failure in directly addressing the poverty
problem. The urban-orientation and the land-related programmes apart, the
inadcquatc emphasis on human devclopment with little focus on education
and health was the most important cxplanation, in Mohapatra’s view, of
continucd high poverty situation. He also cautions against pricc increases,
especially of foodgrains, and advocatcs, in this context, the nced for ap-
plication of cffective safcty nct mcasures.

K.G.K. Subba Rao, K.S. Ramachandra Rao, and A.K. Tripathi
(RRT) provide an interesting view of dcclining indebtedness of rural
houscholds, as revcaled by the decennial surveys between 1951 and 1981,

~
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Credit Availability and Small Firms:
A Probit Analysis of Panel Data

Renu Kohli*

That small firms arc more likely to be rationed in credit markets is a well-cstab-
lished fact now, both in economic theory and empirical eviderce. There are scveral
reasons as lo why access to cxternal finance might be more difficult for this cat.
egory of borrowers. This paper examines the role of size, age and collateral in
allocation of credit to small firms by banks, using a panel of Indian corporate
firms and finds that they arc significant factors in credit allocation by commercial
banks.

Introduction

Economic theory suggests that imperfect credit markets will imply
differential access to extemnal finance for different borrower groups.
A growing body of literature on the subject also offers evidence
that substantiates this viewpoint. In the presence of imperfect infor-
mation, risk-averse lenders are likely to rely upon observable risk
characteristics of potential borrowers to distinguish borrower types.
When firm-specific features play a role in credit allocation by finan-
cial intermediaries, small firms are more likely to face restrictions in
the availability of credit; more specifically, borrower characteristics
such as size, age and the availability of collateral are likely to in-
fluence credit-allocation as lenders attempt to safeguard themselves
against financing a risky borrower. It is the purpose of this paper
to examine the role and importance of these risk characteristics in.
the allocation of credit by banks, using Indian panel data, for
econometric analysis. '

This question has been addressed in the paper by exploiting varia-
tions in borrowing features of firms to study the influence of firm

* The author is Manager in the Exchange Control Department, Reserve Bank of In-
- dia, New Declhi. The views expressed in the paper are the author's own and not
of the institution to which she belongs. She is grateful to Robert K. Eastwood and
Maxwell J. Fry for their comments on an earlicr version of this paper. The re-
sponsibility for crrors, il any, are with the author alone.



2 RESERVE BANK OF INDIA OCCASIONAL PAPERS

size, age and availability of collateral in explaining differences be-
tween borrower and non-borrower firms. A probit model fitted on
the data confirms that these variables have a significant influence in
determining the probability of a firm gaining access to bank finance
in the Indian commercial bank credit market. A stratification along
these lines between a relatively homogenous category of firms, i.e.
small corporate firms, enables us to examine another associated is-
sue, which is whether size within this group matters in access to
bank credit. We find that indeed it does. The results have a num-
ber of interesting policy implications which are relevant in the In-
dian context where small firms have been targeted for the -selective
provision of bank credit.

The paper is organised into five sections: Section Il evolves a
theoretical framework to motivate the empirical work that follows
later. Section IIl contains a discussion and preliminary examination
of the data while Section IV deals with econometric testing of the
hypothesis. Section 'V concludes. :

Section II
Theoretical Framework

The modern theory of financial intermediation draws upon Akerlof’s
idea that the lemons’ problem may distort economic behaviour be-
tween contracting agents. The recognition of informational asymme-
tries has been extended to the theory of financial markets, notably
by Stiglitz and Weiss (1981), who demonstrate that the existence
of asymmetric information in debt finance can lead to credit-ration-
ing as an equilibrium outcome. Two broad categories of informa-
tion problems can be identified in financial markets when either the
principal or the agent has an informational advantage: the first is
adverse sclection, where asymmetric information exists between
them prior to contracting, such as when particular characteristics of
‘borrowers are unknown to lenders; and second is moral hazard -
where asymmetries arise after contracting, that is, the possibility
that borrowers may be induced to undertake nskxcr projects,
thereby increasing the riskiness of lenders’ portfollos.
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The problem of adverse selection in financial markets leads to the
screening function of intermediaries by which they assess which
borrowers and projects are likely to yield them the highest return
and accordingly sort out good borrowers from the bad.” The ob-
jective of the lender here is to minimise adverse selection through
a sorting process based upon certain observable characteristics of
potential borrowers. He thus evaluates the risk associated with each
borrower and decides whether to make a loan or not. In the post-
loan stage, he tries to devise the contract in a way so as to en-
sure maximum recovery of the loan if the borrower defaults. The
focus of this paper is on the importance of these risk features in
determining the allocation of capital by financial intermediaries, viz.
banks.

In the literature associated with Stiglitz and Weiss (1981), the in-
terest rate plays a central role: it is not only the price at which
loans are offered, but also a screening device for banks. Borrowers
here are observationally indistinguishable ¢x ante and the key
unobservable factor is the riskiness of their projects. A rise in the
interest rate in this model lowers average borrower quality as the
safer projects (borrowers) are the first to drop out; ‘bad’ borrow-
ers (i.e. those with riskier projects) reveal themselves by remaining
in the market. This analysis is further extended by Stiglitz and
Weiss to demonstrate a similar effect of collateral conditions.

However, when the interest rate is not determined by market
forces, but regulated by monetary authorities, its importance and -
availability as a sorting device is limited, or even non-existent. Its
role in credit-rationing in the Indian credit market uniil recently
~was not pertinent as there were interest-rate ceilings on both de-
posit and loan rates and banks were not free to vary the interest
rate either to adjust the supply of 5funds or to cover the degree of
risk that the borrower may pose.” We therefore, argue that in the
absence of the interest rate as a tool to sort good borrowers from
the bad, Indian commercial banks will select borrowers with the
least probability of default. The decision to lend therefore, is ex-
pected to be based upon the availability of collateral as that.is
what all banks can expect to recover if the borrower defaults.
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For example, borrower’s wealth is indicated by the collateral avail-
able to secure the loan. From the bank’s point of view, this is an
observable characteristic of the borrower; risk-averse lenders would
consider lending credit to a potential borrower depending on the
amount they are able to recover if there is default. Collateral is
both a signal to the bank as well as security offered on the loan
that it makes. It provides information about the degree of risk as-
sociated with each loan. The importance of collateral, or net worth
in the allocation of credit in the presence of asymmetric informa-
tion in the capital market has also been shown by Calomiris and
Hubbard (1993) - external finance as a consequence is differentially
available to entrepreneurs according to their net worth positions.

Apart from collateral, there are some other features that may play
a role in credit allocation by banks. Stiglitz and Weiss’s (1981)
model also considers the allocation of credit to observationally dis-
tinguishable borrower groups, to each of whom the bank is willing
to make loans at different optimal interest rates. Given the cost of
loanable funds, the banks will lend to those groups for whom the
gross return from the loans is highest and the equilibrium interest
rates will be such as to equalise the rate of return from loans to
each group. This can result in exclusion of some groups from the
market altogether since there may be no interest rate at which the
bank can lengl to them if the cost of funds to the bank is above a
critical level.”’

An important implication of the Stiglitz and Weiss analysis is the
differential access of distinguishable borrower groups to external fi-
nance. In a Modigliani-Miller world, with its assumption of perfect
capital markets, all borrowers are able to access external finance at
equal terms, the only relevant factor being the cost of capital. This
need not necessarily hold in the presence of imperfect information.
Ceteris paribus, small or new borrowers - perceived as high-risk
groups - will face tighter credit constraints than large borrowers or
those with a proven performance record. Lenders, in any case, tend
to be more knowledgeable about mature firms, since they have had
time to assess their performance and record. These firms may also
have the advantage of a long-term relationship with the lender,
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which geduces informational problems through established creditwor-
thiness.

The implication is that since “..the class of large firms consists
primarily of mature firms...” and “...there may be an informational
economy of scale in lending to large fims, to the extent that lend-
ers may face fixed costs of gathering certain types of critical data
about borrowers...financial constraints are likely to have more im-
pact on the real deuslons of individual borrowers and small firms
than on large firms.’” This hypothesis has been tested by Hoshi et
al (1991) who classify Japanese firms according to the strength of
their institutional relationships with banks and find that investment
of fimns without close banking ties was quite sensmve to liquidity,
while it was not so for firms with close bank fies.

These theoretical arguments suggest that size and age of the bor-
rower are relevant factors in the allocation of credit. The impor-
tance of requirements of collateral, debt service and other ‘non-
price’ covenants’ can also be verified by a common observation of
loan contracts. Initial empirical evidence on these dimensions is
provided by Fazzari and Athey (1987) who analyse the hypothesis
that internal finance and interest expenses, which are observable
characteristics of a firm’s creditworthiness, are likely to influence its
access to credit and thus limit investment; their results were con-
sistent with this hypothesis. Subsequently, Fazzari et al. (1988) find
differences across borrowers (US firms) in the structure of loan
contracts and in provisions regarding the use of internal finance.

Another factor that might be significant in credit allocation in the
Indian credit market is the presence of informal borrowings as a
source of funds by the borrower. The hypothesis here is that lend-
ers may view the level and past record of informal borrowings as
an indicator of creditworthiness. The possibility of borrowings from
informal sources influencing the lender’s decision cannot be ruled
ut, given the findings of several research studies on the subject.
For example, the Report of the Banking Commission (GOI, 1972)
found in its survey of small-scale industrial units that non-institu-
tional borrowings were high for those firms for which bank-bor-
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rowings were also high. It is not known with certainty which way -
the causality runs though, as Timberg et al (1980: pp. 293), in a
survey of urban informal credit markets, find that being a bank
borrower facilitates borrowings of informal credit. This fact is usu-
ally known to the urban informal intermediary and forms part of
borrower screening. '

Finally, we cannot ignore demand-related factors such as sales,
which indicate the business conditions that a firm faces. We there-
fore consider sales as a variable representing demand for the firm’s
products. Given these arguments, we assume that when loans are
made with imperfect information on the part of the lender, then
the possibility of the borrower getting a bank loan is a function of
a set of factors - collateral available to secure the loan, age and
size of the firm, informal credit and sales. Thus ‘b’, defined as the
state of success of an applicant firm or otherwise, is a function of

b=f (Size, Age, Collateral, Sales, Informal Credit) ... (1)

Having outlined the theoretical framework, in what follows, we dis-
cuss the specification, choice of variables and the estimation method
in some detail. '

The Specification: In general, at a theoretical level we have as-
sumed success in obtaining a bank loan to be a function of bor-
rower size, age, collateral, sales and informal credit. This sub-sec-
tion discusses the variables chosen to represent these factors at an
empirical level. There are many measures that can be regarded as
indices for collateral. Collateral may take the form of current or
fixed assets available for pledging, or variables like net worth and
profits indicating the standing and debt-servicing capacity of the
borrower. Fixed assets and inventories (current assets) are variables
that can be used to capture the effects of collateral as they indi-
cate what the bank would acquire if the borrower fuils to repay
the loan. Fixed assets specifically also act as a proxy variable for
size of the firm that is an important factor in accessing external
finance. Even though our focus here is exclusively on small firms,
we have reason to believe that within this group too, size may
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matter. For it is likely that banks nay prefer to finance the bigger
of the small-scale firms to minimise risk.

Net worth indicates the financial health of the borrower. A strong
balance-sheet is a positive signal to the lender about the quality of
the loan; firms with qweak balance-sheets are therefore more likely
to be rationed out.  Similarly, profits or cash flow are consid-
ered by the lender as they contain information about the internal
financial position of the finm. A sound internal financial position not
only enhances a firm’s ability to invest but is also an indicator of
its ability to service debt. Internal finance is thus important for
firms that need to seek external funding for their operations in
markets subject to credit-rationing; it provides a signal because
even though lenders may have difficulty predicting the cash flow
generated by a new project, the loan- will be sccure if the firm’s
existing cash can service the new debt.

The information about age has been incorporated in the model
through a binary variable. In doing so we have taken a threshold
level of five years; it was not possible to define it with lesser
number of years as there were very few firms in the sample that
had one or two years of existence. Thus the dummy takes on the
value of zero for firms that are less than five years old and one
for firms that are more than five years old at a point in time,
which has been chosen as 1970, being in the middle of the period.
We expect that longer the number of years in existence of a firm,
higher would be their probability of gaining access to bank credit
for the first time.

The hypothesised model!l thus takes the following linear form

b=f (In%,N%,C%’Sale%, /%,GFA, Age) 2

where b is the probability of a firm being either a bank-borrower
or a bank non-borrower. Inv, NW, Cf, Sales and IC are past
year’s values of inventories, net worth, cash flow, sales and iqfor-
mal credit, taken as ratios to total assets. All these variables have
been scaled by total assets to remove the size effect that -they
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would otherwise represent. GFA has been taken as past yegr’s level
of gross fixed assets of the firm to capture the effect of size. -lfzv,
NW, Cf, Sales, IC and GFA are all assumed to have a positive
impact on the lender’s decision to make a loan.

Section III that follows describes the data set used, a preliminary
examination of the data at the level of descriptive statistics presents
some stylised facts that are taken up more formally in Section IV.

Section III
The Data and some Preliminary Observations

The data that we use.here is firm-level, balance-sheet data between
1965-78, obtained from the company finance studies of the Reserve
Bank of India. The firms are small manufacturing firms engaged in
different industrial activities. It was not possible to extend the pe-
riod later than 1978 for reasons of data availability. It is presumed
however, that the results of the study would not be out of context
for the present environment as the financing behaviour of small
firms would not have changed significantly in the 1980s and the
early 1990s. For estimation. of the specified model, our sample con-
sists exclusively of smal{5 public limited firms engaged in different
manufacturing activities. = A sub-set of these firms have become
bank borrowers at different points in time during the span of the
data-period, while another -sub-set have been bank borrowers
throughout. This distinction between the two sets of firms has been
exploited in the research to study the variation in their risk charac-
teristics in determining the firms’ probability of being a successful
loan applicant firm.

To begin with, we had 219 firms in all with a total of 2001 ob-
servations (N*T); the length of the panel varied considerably for
each firm, as such, our panel is an unbalanced one. Table 1 below
relates bank borrowings to some characteristics of a firm such as
size of the firm, collateral as well another source of external funds
- informal credit, to look for evidence of association between the
two sets of variables. Note that firms are classified into different
. ranges by percentage shares of bank finance in their total external
borrowings, enabling us to examine any association between the
cred_{t worthiness of a firm for bank loans and other variables.'

Y
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Table 1: Bank Borrowings and Some Related Characteristics:

Sl No. Bank Class Informal  Median Inventory! Cash Net
borrowings distribu- Credit Fixed total Flow!  worth/

(% share of  tlion of (% share of Assets assels  tolal total
total external firms total external (Levels) assels  assels

borrowings) (per cent) borrowings)a

1 2 3 4 5 6 7 8
1 0 19.9 10 1130 095 021 052
2 1-10 5.0 39 1676 054 003  0.29
3 11 - 20 6.3 54 1698 073 002 043
4 21 - 30 12.5 36 2499 076 002 013
5 31 - 40 14.4 29 2298  0.89 003 043
6 41 - 50 16.0 18 2058 093 006  0.70
7 51 - 60 11.1 16 2160 098 004 065
8 61 - 70 7.7 7 1980 1.00 013  0.84
9 71 - 80 3.7 4 1875 1.10 014  0.81
10 80 - 99 2.7 0 1471 153 025 110
1 100 0.6 0 1403 1.57 026  1.38

Note: @ = Excludes bank borrowings; Median Values in Cols. 34 & 5,

The dispersion of firms in this classification is fairly spread out:
about 20 percent of the firms have no access to bank credit and
0.6 percent of them are totally financed by the banks. The rest of
the firms are distributed in between, with a majority of -them (16 _
per cent), falling in the 41-50 per cent borrowing category. Thus a
majority of the firms are either zero bank-loan borrowers or bor-
row upto fifty percent of their total external funds from the banks.
‘Informal Credit’ has been taken as a share of total external bor-
rowings with bank borrowings excluded to bring out the association
if any, between the two variables. Column 4 of the table shows
that as firms move up from no bank credit to obtaining upto 20
percent of external funds from banks, they also have higher shares
of informal credit. Thereafter, the extent of informal credit in total
external funds declines for firms in the higher range of bank bor-
rowings classification, indicating a substitution rather than comple-
mentary relationship between the two variables. This is presumably
because bank credit is cheaper and having once gained access to it,
the firm’s chances of full financing from banks improve.
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The association between the size and the extent of bzu']k borrow-
ings in the firms’ external financing structure plotted in ﬁgufe 1
roughly follow an inverted U pattern - the smallest of firms either
do not borrow from banks at all or are totally reliant on bank
borrowings. This observation substantiates the hypothesis that
smaller the fir, the more difficult it is to access bank finance, but
once they do, their reliance on it is considerable.

Fig. 1 -Size of the Firm and Bank Borrowings

g8 8§

1000

500

Median Fixed Assets

V- n 2 3 a 8 6l 7 &
2 x @ 0 © n 0 %

Bank Credit (percentage share of total external borrowings)

The collateral variables, viz. inventories, cash flow and net worth,
suggest a positive association with the extent of bank borrowings,
when firns are borrowing from the banks. As firms ascend on a
higher cllass of bank credit in their external finance, collateral goes
up too. The positive association between bank credit and collat-
eral might be suggestive of an important role of collateral in ob-
taining bank finance though it could also indicate an improved per-
formance in the post-debt stage.

Finally we attempted to see what association, if any, existed be-
~tween the extent that a firm borrowed from the banks, as a share
of total external debt, and its age. In Table 2, firms are lumped
into average categories according to their age in the middle of the
period (1970). It can be seen that a weak inverted-U association
exists between age of the firm and the extent that it will rely on
bank finance, which is also clear from the plotted values of the
two series (Figure 2). Firms which are more than 25 years old and
those which are less than 5 years old seem to rely much less on
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bank borrowings, as a share of total external borrowings, than
firms which are in the middle range of the age classification, that
is, more than five years and less that 25 years old firms. The lat-
ter category of firms obtain about 75 percent of their external fi-
nance from the banks. There is not much difference however be-
tween firms in the age-group of 20-25 years and 10-15 years, who

seem to finance approximately 75 percent of their external financing
requirements from bank credit.

Table 2: Age of the Firm and Bank Finance:

Sl. No. Age of firm in middle of Bk. Borrowings (% share

the period - 1970 of external borrowings.)
1 2 3
1 More than 30 years 45
2 25-30 years 42 N
3 20-25 years 76
4 15-20 years 74
5 10-15 years 77
6 5-10 years 55
7 Less than 5 years 65

This association, in a way supports the idea of a dynamic process,
where firns of an intermediate age are most bank-dependent. Fur-
ther, the cross-section evidence in regard to age as well as size of
the firm is very similar, indicating that within the small firms’

group too, firms of intermediate size and age have the highest
shares of bank finance. o

Fig. 2- Age of the Firm and Bank Credit

Bank Finance as share of Total
External Finance

o8 B82338% 38

A
o

510 1015 1520 0% 75:0 X
Age (years) ‘
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Transition and Borrower Firms: In the next stage, we retained
only the borrower and the. transition firms in order to look for
differences between the two sample classes with respect to some
performance and creditworthiness indicators. For this purpose, we
had 124 firms that were existing bank borrowers (with 1113 obser-
vations) and 47 firms (484 observations) that transited at various
points into the bank credit market. Table 3 below presents some
features of transiting firms in both phases - as outsiders

Table 3: Summary Features of Transition and Borrower Firms:

_ Transition firms (%)

Pre- Post- Borrower
Borrow- Borrow- Firms
ing ing (%)
1 2 3 4
Investment/Gross Fixed Asscls 0.14 1 2
- Sales/Gross Fixed Asscls 350 260 259
Cash Flow/Gross Fixcd Asscls 7 5 84
Profits/Gross Fixed Asscts 3 1.3 3
Retentions/Total Funds 75 28 32
Inventories/Gross Fixed Asscls 70 79 80
Current Asscts/Gross Fixed Asscts 264 313 214
Growth Ratc of Sales 189 232 2.52
Standard Deviation of Real Sales Growth 1.51 1.51 1.59
Other Borrowing/Total Exicrnal Dcht 30 24 7
Trade Crediy/Total ‘External debt 68 34 36
Dévclopmcnt financc/Total External Debt 0 0.03 2
Mean Fixed Asscts (Rs. ‘000s) 1030 1250 2053
No. of Obscrvations 182 302 1113

when not borrowing from the banks and thereafter as bank bor-
rowers after transition, comparing them at the same time with the
existing bank borrower firms. Focusing on transition features first,
we find that investment, as ratio to total assets (Row 1) shows a
rise on transition to bank credit; this ratio is however half that of
the existing bank borrower firms.” Profits (Row 4) decline on the
transition of firms into the bank borrowing phase. When taken as a
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ratio to total funds, financing from intemally generated funds falls
steeply on transition to bank finance; moreover, the level of internal
funds used for financing operations after transiting is broadly equal
to that of the existing borrower finms. This suggests an association
between the internal financial position of a finm and its access to
bank credit. Collateral variables such as inventories do not show
any significant change on transition though current assets as ratio
to capital stock show a rise as the firms transit into the bank bor-
rowing stage.

In the external financing structure of the three categories of firms,
informal credit shows a slight decline from 30 to 24 per cent for
firms transiting into the bank credit market. What is interesting
here is the 30 per cent share of informal credit in the external
debt of firms that are not borrowing at all and the modest 7 per
cent associated with the existing borrower firms. This shows that
existing borrower firms borrow much more from banks than do the
transiting firms who are relatively new; this is also similar to the
evidence from Table 1 above which revealed a higher proportion of
financing through informal sources as finms started to borrow from
banks. The financing pattern of the transition firms when not bor-
rowing from banks indicates that approximately 72 percent of these
firms were borrowing from informal sources, while 28 percent of
the firms were totally internally financed - these firms did not bor-
row from any external source at all. After transition, all firms con-
tinued to borrow from this source as well as banks.

The preliminary examination of the data thus reveals some differ-
ences between borrowing and transiting firms, as also between the
borrowing and non-borrowing phases of the transiting firms. We
also find preliminary evidence suggestive of an association between
the size and the age of a firm and the extent it can finance its’
operations through bank credit as a mode of external finance.
These observations are taken up for a more rigorous econometric
exercise in Section 1V, though framed somewhat differently.
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Scction 1V
Estimation of the Model

In Section 11, the specified model defines the dependent variable b’ to
be the state of being a bank borrower or not. The issue of a firm’s
probability of being a bank borrower can be appropriately addressed
within the framework of an outcome model, which falls into the class
of binary choice models.” The dependent variable here is a qualitative
response or outcome, such as a ‘yes’ or ‘no’ decision, representing a
choice, which can be given a meaningful value with a zerofone coding.
Here ‘no’ is equated with zero and ‘yes’ is equated with one, both of
which are qualitative choices. The outcome can be seen as the prob-
ability that a firm will be a borrower or not, under the assumption
that this outcome is a function of a set of factors. The regression
model is constructed so as to link the decision or outcome to a set of
factors. In our model, the relevant question is to decide whether the
borrower firm is a successful applicant (¥ = 1) or otherwise (Y = 0).
The probability of a firm being a bank borrower is explained by a set
of factors, a vector x, so that

Prob (Y =D=F(f'x) 3)

- Y=0=1-F@'x
where the set of factors b reflect the impact of changes in x on
the probability. A model that will produce predictions consistent
with the general framework of probability models, squeezing the
estimated probabilities inside the 0-1 interval is the probit model.

Before estimating the probit model, the data was prepared for es-
timation. The time structure of the panel was collapsed to obtain
cross-section values of the variables by averaging the different se-
ries for each firm in the following manner. The data on borrower
firms was averaged throughout the time-period in order to incorpo-
rate all information contained in the data over time about firms
having attributes that made them borrowing firms; for the transition
firms, only the data prior to transition has been averaged while
only one observation for each firm has been included from the
post-transition stage. The intuition behind this method has been to
capture all the information availuble in the data about borrowing
and non-borrowing firms.
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The probit regression was run using the TSP computer program
and the results are reported in Tuble 4 below. The final estimation
of the model has been done in semi-logarithmic form as the origi-
nal hypothesis in ratio form did not perform very well in terms of
accepted norms of goodness ofmﬁt and some coefficients (notably
cash flow) had the wrong sign.” Table 4 gives the estimated coef-
ficients and the slopes (derivatives) of the variables.

Table 4
Probit estimation for differences in state of borrowing:
Explanatory Variables Coefficients Slopes
(Dependent Variable= 0/1) (Marginal Effects)
1 2 3
Constant 0.055 —
(0.151)
Age 0.187 0.051
(1.64%%)
Inventories/Assets - 0.326 0.088
(2.50%**)
Gross fixed Assels 0002 0.00006
(2.27*%%)
Cash Flowl/Assets 0.484 0.131
(2.54*%%)
Sales/Assets 0.017 0.014
(0.617)
Informal Credit/Assets 0.006
- (0.220) 0.001
Net worthi/Assets 0.363 0.098
(2.44%%*) _
No. of Observations 141 Likelihood Ralio statistic ~ 25908 ***
Log Likelihood function -80.8489 Likelihood Ratio Index 0.160
(restricted) .
LogLikelihood function £7.8946 % correct predictions 75
{unrestricted)

Note: Figures in parentheses are t-ralios; *, ** and *** indicate significance at 10,

5 and 1 percent levels respectively. The critical values of the i-distribution for n>100
are 1.96 and 2.32 respectively,
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We have reported two measures of goodness of fit. The ﬁrst'is
the percentage of correct predictions made which is usually consid-
ered a naive predictor.” The percentage correct predictions made
by the model are seventy five per cent which means that it pre-
dicts 105 of 141 observations correctly. The second measure re-
ported is the likelihood ratio statistic calculated from the con-
strained and unconstrained log-likelihood functions. The likelihood
ratio test is highly significant, based on a chi-squared value of
25.90, so the joint hypothesis that the coefficients on all the vari-
ables are zero is rejected. The likelihood ratio index, which is
analogous to the R* in a conventional regression model, is only

0.160.

All the coefficients on the explanatory variables have signs in ac-
cordance with our a priori expectations. Further, all coefficients
except sales/assets and informal credit/assets are statistically signifi-
cant. The latter result suggests that demand factors, represented by
sales/assets are not important in explaining differences across bor-
rower/non-borrower states; further, the hypothesis that informal
credit could be a favourable influence on the state of being a bank
borrower is also rejected by the data.

The marginal effects of the explanatory variables are given by the
partial derivatives of the expression for probability (y = 1) with
respect to each of the explanatory variables, which are not equal.
It is held that the marginal effects generally produce a reasonable
approximation to the change in the probability that ¥ equals one at
a point such as the regressor means. The derivatives computed at
the means of the explanatory variables are given in Column 3 of
the table. The coefficients on the quantitative variables are inter-
preted as the impact on Y per unit change in x, but the coefficient
~on age cannot be interpreted as the percentage impact on Y of
change in the dummy variable from zero to one status.

Using the normal ¢ test for significance of the coefficients, we see
that the t-ratios on all coefficients except that on informal credit
an(.i sales are significant. Size of the firm, as proxied by the coef-
ficient on gross fixed assets, has a positive and significant impact
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on the probability of being a bank borrower indicating that even
within the small firms’ group, size exerts an important influence
upon lender’s decision to extend credit to first-time borrowers.26
The magnitude of the size effect, given by the marginal effect of
the coefficient on gross fixed assets is small though, probability
values rise by 0.00006 in response to a unit change in the size of
the firm.

This result confirms that size is an important constraint on the part
of borrower firms, not only as opposed to large firms, but also
within the more homogenous group of small firms. It also com-
pares well ‘with the results of the Report of the Banking Commis-
sion, 1972, that found the average size of the units in the category
of successful loan applicants to be above Rs 3 lacs (in terms of
assets) which was much larger than the mean size of the rejected
loan applicants (approximately Rs.- 1 lac) and those that did not
approach the banks at all (Rs. 95,000). This information brings out
the inclination of the commercial banks in financing the larger of
the small-scale units.

The coefficients on net worth/assets, cash flow/assets, and invento-
ries/assets, representing the effect of collateral, are highly significant
at less than one percent level. This suggests an extremely important
influence of these variables, which essentially represent the effect of
collateral on differences in borrower/non-borrower states of small
firms. The magnitude of the impact, or the size of the coefficients
on these variables is given in Col. 3 of the table - a unit change
in net worth/assets, cash flow/assets and inventories/assets changes
probabilities of bank borrower or non-borrower state by 0.098,
0.131 and 0.088 respectively. The large size of the coefficient on
cash flow/assets indicates that this variable has a particularly impor-
tant influence on probabilities.

In examining the effect of age upon the probability of a firm being
a bank borrower or not, we are primarily examining the effect
upon some kind of response - whether the firm will be one or
not. This response, or a pattem of it, has been studied in the data
with regard to some age threshold which in our specification is
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five years. The regression results suggest that this categorisation
has a significant influence on the probability of a firm being a
bank borrower; if a firm is less than five years old then its prob-
ability of being a borrower firm is lower than what it would be if
it were older. This result has an important policy implication.

Section V
Conclusion

This paper has focused upon factors such as size, age and collat-
eral as determinants of access to bank credit by small firms. The
issue was addressed from a lender’s perspective in order to under-
pin the relative importance of these factors in allocation of credit
by Indian commercial banks. An important result of the study was
that the collateral effect, represented by net worth, cash flow and
inventories was significant in influencing outcomes of borrower/non-
borrower states across small firms. Size and age of the firm were
again very important though sales were insignificant. This analysis
substantiates existing theoretical views on the subject and also adds
to the growing body of empirical literature that confirms the sig-
nificance of these factors in the presence of imperfect information.

The paper attempted to reason out why small firms may be ra-
tioned out of organised credit markets. The findings of the paper
have a number of policy implications in the Indian context. For
instance, the finding that size is a relevant factor in credit-allocation
even amongst the small firms deserves attention from the view
point of reassessing the merits of the present comprehensive eligi-
bility criteria under the sector-specific lending programme by public
sector banks. In relative terms (as for example, small versus large
industries) differences in size weighs with risk-averse financial inter-
mediaries which might be affecting credit availability to small bor-
Towers.

Another policy implication emerging from this research relates to
the finding of age as a significant determinant of credit allocation.
There is a distinction that can be made between the first-time and
the existing borrower firms in the light of this evidence. An exam-
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ple here is provided by the Japanese experience: the Japan Devel-
opment Bank successfully used selective provision of credit to en-
able new firms to gain access to the bank credit market. Once
these firms were well-established, selective funding was withdrawn
and re-targeted towards newer firms, thus widening the size of the
bank loan market by drawing new borrower firms into it.

The question however still remains whether it is possible to over-
come these factors so that small and large firms and young and
mature ones could access external finance on equal terms and con-
ditions? Given the nature of finance and financial intermediation it-
self, clearly lenders safeguard themselves against possible default as
far as possible. When size is linked to credit-rationing, it is difficult
to arrive at a best policy option in this regard. A reasonable ap-
proach under the circumstances could be that such borrower-firms
are supported through regulation of financial intermediaries if it
were clear that the social gains to be had through special chredit
dispension arrangements outweighed losses due to regulation.

Notes

1. Akerlof (1970) demonstrates how asymmetric information between buyers and sell-
ers about product quality can cause inefficiencies in market functioning. These are
usually referred to as ‘principal-agent’ problems in the literature.

2. Alicrnately, one can employ Arrow’s (1985) lerminology of ‘hidden information’
and ‘hidden action’ (Gravelle and Rees, 1992, 2nd ed).

3. Similarly, the problem of moral hazard ariscs because some behaviour of the bor-
rower cannot be covered by contract, as (or example, the incentive o engage in a
riskier project in the post-contracl stage.

4. The interest rate will not rise beyond a point 1o equilibriatc the market as further
increases may lower the lenders’ expected retum if the advarse sclection effect ex- -
ceeds the direct revenue cffect. Excess demand persists in the market where some

borrowers are denied credit when the loan demand and supply curves do not inter-
sect. '

5. Interest rates on loans have been de-regulated only recently. Throughout the span
of our data period, i.e. 1965-78, a regulated interest structure prcvailcd.j ]

6. Another reason could be that the cxcluded group has a broader range of available
projects - they can invest in all the projects available to = 777 e laane
but can also invest in high-risk projects unavailable to x

5
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There is a welfare consequence of this result: Stiglitz-Weiss peint out that this
group might precisely be posscssing projects, the returns 1o which could be higher
than the group recciving loans. There is therefore no presumption that the market
allocation is optimal. This allocative incfficicncy in fact lcads to an argument for
intervention in favour of groups whic!i are rationcd out by banks.

The existence of a long-term relationship between banks and firms has received

importance in another theoretical context by Mayer (1988) who attributes differ-

ences in financial systems across countries to the mechanism of commitment be-
tween entrepreneurs and financiers. The argument is that firms nced stable funding
for investing, while banks want to share in their future profits when they extend a
long-term loan, thus incurring a risk. The nature of this long-lerm relationship de-
termines the availability of long-term finance to firms, and this availability explains

the differences between financial systems.

Cert]er (1988: pp. 574).

Extending the same work, Hoshi ¢t al (1993) analyscd thc same firms over a dil-
ferent period when they had looscned their bank ties and moved 10 the capilal
market. They found that investment of firms that chose this financing option was
much more sensitive to liquidity than that of firms that continued to borrow from
banks, confirming the significance of long-term bank-firm rclationships.

They also find that stronger balance-sheets, that is, greater net worth relative to
physical assets, stimulate investment for young and growing firms while such con-
siderations are not important for mature firms aclive in centralised debt and equity
markets. Investment spending and financing are substantially more volatile in the

former group.

The Report of the Banking Commission (1972) and the Nayak Committee Report
(1992) both show the relatively greater flow of credit towards the larger small-
scale units.

This argument applies mainly to first-time applicants. Where existing borrowers are
concerned, it may not be surprising to come across instances of banks lending to
financially distressed firms, as they attempt to bail out such firms with a view to
a share in future profits.

Defined as retentions after taxation and dividends plus depreciation.

Th.e indu'stfies (at the 3-digit level of classification) are Foodsluffs, Electrical Ma-
c.hmexy, Miscellaneous Machinery, Engincering, Metal Products, Medical/Pharmaceu-
ticals, Chemical Products, Misccllancous Industrics, Sugar and Cotton Textiles.

The depe.ndent variable in the empirical model is taken to be the probability that
the' firm is a bank borrower. This somewhat restrict strict comparison of the obscr-
vations made here with the empirical results.

In ti}e data, the definition of this catcgory of external funds is given under the
heading ‘non-instituional borrowings' as other borrowings: this variable represents
borrowings from friends, relatives cte. Since in any case it is not a formal source
of credit, our assumption about its informal naturc is valid.



18.

19,

20.

21.

22.

23.

. 24,

25.

26.

27.

CREDIT AVAILABILITY AND SMALL FIRMS 21

Elsewhere (Kohli, 1996) we have found evidence of a weak negalive association
between the two variables in the post-nationalisation period at the industry level
Both these evidence suggest that as the share of bank credit increases firms reduce
their borrowings from the informal sources; the two variables arc more often than
not substitute modes of finance.

The table also reveals that firms that do not borrow from banks do not, by any
means, have low levels of collateral. This implicd two possibililics are: one, that
firms that start borrowing from the banks do not nced to have a good internal H-
quidity position or a healthy balance-sheet or that they are distress borowers; al-
ternately, that they are simply well-endowed initially and choosc not to borrow
from banks at all. A closer examination of the data revealed a sub-set of bank
non-borrower firms that were wellendowed ex ante, this group probably chose not
to borrow from banks. .

All the collateral variables have been laken as ratios 1o total asscts; rctentions
have also been taken as a ratio to total funds to bring out the extent of self-fi-
nancing of firms. Finally, the financial variables have been laken as ratios to total
external debt to sce the extent of financing by cach category.

This evidence is similar to that found in Kohli (1996) where new firms that en-
tered the bank credit market showed a risc in their invesiment growth rates.

The general framework of these models is : Prob (event j occurs) = Prob (Y = )
= F [relevant effects: paramelters). :

This model specifics a continuous probability distribution like the normal distribu-
tion giving rise to Prob (Y=1) = @f f’'x D(t)dt = &(f'x) where the function P(.)
is a commonly used notation for the standard normal distribution. The estimation
of the probit model is based on maximum likelihood. See Greene (1993: pp. 635-
3.

Several specifications were tried before choosing the preferred one; these results
are available from the author on rcquest. The data was also tested for
heteroskedasticity - the likclihood ratio test statistic is 12. The critical ¥
value at 5% level is 14.07, so the hypothesis thal the disturbances in the specifi-
cation are homoskedastic is accepled. The final estimation in semi-logarthimic form
presumably removed whatever hcteroskedasticity there was in the data.. '

The usual threshold valie is 0.57, under the logic that we predict a 1 if the
model says a 1 is more likely than a 0, though it is imporiant not to place too
much emphasis upon this measure of goodness of fit. As Greene (1993: pp. 652)
points out, in the naive predictor Y = 1 if P>0.5 and 0 otherwise (where P is
the proportion of ones in the sample), this rule will always predict 100 percent of
the observations, which means that the naive model does not have zero fit.

It is also possible that small firms may find cosis of borrowing prohibitive and
therefore, choose not to borrow. Size of the firm, in that case is a demand rather
than supply-side constraint.

It's extremely likely that the size effect would be larger were the sample to be
more heterogeneous in nature. A Report of the Banking Commission, (GOY, 1972)
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survey revealed that the maximum percentages of units who approaf:hed commercial
banks and were successful in obtaining credit from them were in the corporate
scctor (69 per cent on the average in the case of public and privatf: limited com-
panies, the rest either having been rejected by the bank or not having ap;‘)roached
at all, but the figure fell to an average of 36 per cent when the organisational

form was a partnership or propictorship).

Rescarch elsewhere by the auther (Kolhi, 1996) suggests that there can be gains

28.
from generation of productive activity in such scctors.
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Fluctuation of Exchange Rate in India :
An Application of a Markov Chain Model

Kaushik Bhattacharya*

The paper specifies a simple two-state Markov chain modé] for the spot price of
US Dollar in India. The paper shows that some common measures of mobility can
be applied to such financial data. It calculates the long-run sicady-state probabilities
of the proposed Markov chain and projects it for the future. The out of sample
performance of the model turns out to be satisfactory.

Introduction

With the advent of floating exchange rate regime in 1973, major
swings in foreign exchange markets-in recent years have become a
frequent phenomenon. Models which have been used to analyze and
predict exchange rate are of two types : (a) models which take
extensive help of economic theory (Ranjan, 1995) and (b) statistical
time series models (Hoque and Latif, 1993). Of these, models un-
der the first category often specify a simultaneous equations frame-
work. The practice of building up large structural models simulta-
neously, equation by equation, has been criticized by Sims (1980).
These models often impose arbitrary exclusion restrictions for the
purpose «of identification. As an alternative, Sims has prescribed the
use of time series models. Although over the years different types
of sophisticated time series models like vector autoregressive mov-
ing average (VARMA) models, ARCH or GARCH models (Diebold
and Nerlove, 1989) or neural network models (Kuan and Liy,
1995) have been proposed, accurate prediction of exchange rate has
remained a difficult task (Gerlow and Irwin, 1991; Edison, 1991;
Satchell and Timmerman, 1995).

* The author is Rescarch Officer in the Dcpartment of Statistical Analysis and Com-
puter Services of the Bank. He is indebicd to R.B. Barman, Balwant Singh and
AK. Srimany for the guidance in preparation of the paper. Comments and sugges-
tions of Ashok Nag, G.P. Samanta and an anonymous referce substantially improved
the cxpositon. The views expressed in this paper are those of the author's own and
not of the institution to which he belongs.
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Prediction of exchange rate is difficult because in the market for
foreign exchange, new information is absorbed at a very fast pace
and the market reacts and adjusts almost instantaneously. Since new
information is supposed to be reflected in the current rate itself, in
a given situation. the current exchange rate is often believed to be
the best predictor of the future rate. In fact, the results of Meese
and Rogoff (1983) seem to suggest that exchange rate follows ran-
dom walk. Since the time path of exchange rate is extremely sen-
sitive to the initial condition, some researchers have attempted to
show that its movements over time may generate chaotic pattern
[Bajo-Rubio, Fernandez-Rodriguez and Sosvilla-Rivero, (1992);

Rao, (1993)].

Since accurate prediction of exchange rate is difficult, a more prag-
matic approach would be to know the speed of adjustment of ex-
change rate. Suppose, we fix a benchmark rate of fluctuation and
call movements below this rate of fluctuation as ‘normal fluctua-
tion’. An important aspect of any stabilization policy would be to
bring the series back to its normal zone of fluctuation from an
abnormal state. Thus, period to period variation over the bench-
mark rate will be of concern and may need corrective measures
from the central bank. In this context, it is extremely important to
know the speed of adjustment of exchange rate.

‘The paper specifies and illustrates the use of a simple Markov
chain model by which the speed of adjustment of exchange rate
could be calculated. Markov chain models have been used widely
in economics and other disciplines, especially for situations where a
stochastic variable may move across a few possible states. Although
their scope is somewhat limited, several measures for speed of
convergence of stationary series may be obtained from these mod-
els. The paper uses one such popular measure and applies it to the
Indian data. The paper, however, is illustrative in nature. The
model specified has. consciously been kept simple. In several places
of the paper and especially in the concluding part, we have indi-
f:atcd several sources of generalizations and some possible ways to
unp}f:ment them. The plan of the paper is as follows : Section II
specifies a simple Markov chain model. Section I1I considers an
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empirical illustration with the data on foreign exchange. Finally,
Section IV summarizes the main findings and indicates some pos-
sible generalizations.

Section 11
A Simple Markov Chain Model

Let us define a set of random variables Y, (1 = 1,' 2,...,T) based |
on the time series X, (¢ = 1,2,..,T + 1) as follows

v . Xl+1
Y,=0 if 1-K< 3 <1+K 2.1
t .
=1 otherwise

where K is the benchmark ratio of change. Here, Y, = 0 denotes a
normal movement and ¥, = 1 denotes an abnormal movement.
Thus, idiosyncratic shocks are separated from normal shocks. Of
course, there may not be consensus on the definition of a ‘normal’
shock and each definition would lead to a different measure for the
speed of convergence. At best, one can try several such definitions

and examine the robustness of the results.

Let us assume ‘that Y, follows a stationary Markov chain. This
means any future movement of Y depends only on its ‘current’
state.! The chain has only two states,? viz., 0 and 1. Clearly, the
state space of the chain Y,is : § = {0,1}

The transition matrix is given by

P=[” 1"’) @2
l-q ¢

where p and ¢ are the transition probabilities from normal to nor-
mal and from abnormal to abnormal states, respectively. If p+g#2,
then the chain will have a unique steady state probability vector

T=(n,1-1) Q3
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where T is the steady state probability of being in the normal
state. Note that © may be obtained by solving the equation

pE+(1~-q)1l-m)=m (2.4)
With the above specification, one can associate the problem of fluctua-
tion of the series with the literature on mobility indices. Mobility indices
have been applied widely to measure fluctuations in income (Coondoo
and Dutta, 1992) or employment (Bhattacharya, 1995). Mobility indices
are summarized measures of fluctuation based on the transition matrix
of a Markov chain. Different measures of mobility focus on different
aspects of the chain like movement, predictability etc.

The close correspondence between mobility and speed of conver-
gence towards steady state has been noted by Theil (1972) and
Shorrocks (1978). To measure the speed. of convergence of a
chain, the literature on mobility focuses on the second highest
eigenvalue modulus, I?le, of the transition matrix. The eigenvalues
of a matrix play a crucial role in determining the stability condition
of any linear system involving that matrix. These eigenvalues may
be real or may be complex. However, even if they are complex,
they may be ordered according to their modulus. For a transition
matrix with unique steady state, the ‘highest’ such eigenvalue
modulus is always unity. However, the second highest eigenvalue
‘modulus may take any value in the interval {0,1] and may be used
to construct a measure for speed of convergence.

One such measure is

log2
logl) , |

(2.5)

The precise interpretation of 4 is the asymptotic half-life of conver-
gence towards steady state,® i.e., it gives the average length of
flme that would reduce the distance between the ‘current’ probabil-
ity vector and the steady state vector to half its present value.
Calculation of this measure is easy from empirical observations. For
the transition matrix P, A, is given by

Aa=ptq-l (2.6)
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Section 111
The Movements in Exchange Rate : An lllustrative Example

As an illustrative example, we consider the movement of the ex-
change rate of the Rupee vis-d-vis the US Dollar from 1 January
1993 to 29 November 1996, i.e., for 205 weeks. The data col-
lected are weekly averages of the spot rate of the US Dollar. For
the major part of this period, the Rupee remuained stable. However,
it also experienced wide volatility occasionally (Figure 3.1). During
the first half of 1993, Rupee experienced some minor fluctuations
vis-a-vis US Dollar. However, throughout the second half of 1993
and for almost the entire 1994-95, Rupee remained stable at 31.37.
The Rupee was subject to temporary volatility in the market during
March 1995 when it touched a low of 31.9700 per US Dollar. It
however, recovered its stability quickly despite the Reserve Bank’s
negligible presence in the foreign exchange market (Reserve Bank
of India, 1995, pp. 88).

From September 1995 onwards, the foreign exchange market in
India experienced wide volatility. Between the two weeks ending 8
September and 15 September, the Rupee depreciated from 32.0680
to 33.0450 against the US Dollar. Such wide fluctuation in the
market continued till February 1996. The value of the Rupee
against the US Dollar fell to as low as 37.4030. However, the
central bank intervention pushed the Rupee upward and by Apri
1996, it stabilized around 34.23. '

In order to specify an appropriate benchmark rate, the period-to-
period ratios of change in the exchange rate have been plotted
(Figure 3.2). Determination of an appropriate benchmark rate in
this context is difficult because the number of abnormal states is
small and therefore, the estimates of the transition probabilities cor-
responding to the row of the abnormal state would tend to be less
robust. We have considered five such rates starting from 0.2% to
1.0% and tried to identify the model which provides the best ex-
planation to the data.
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Figure 3.1 Movements in the Spot Price of US
Dollar vis-a-vis that of Rupee, January 1993 to
November 1996
I———Exchange Rate
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Figure 3.2 : Movement in the Ratio of
Week-to-Week Change in Exchange
Rate from Jan 1993 to Nov 1996
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Table 3.1
Transition Probabilities, Steady State probabilities and
Asymptotic Half-Life from the Simple Markov Chain Model

Transition Steady State Sccond
K Probabilitics Probabilitics Highest Half Log
p q Obs Est Eigenvalue  Life  Likelihood
() @ 3) ) () (6) M 8)

0.002 0.9008 0.6750  0.7688 0.7661 0.5758 126 - 67.59
(0.026)* (0.074)

0.004 0.9231 0.6071 0.8382 0.8363 0.5302 1.09 - 57.54
(0.022) 0.092)

0.006 0.9333 0.5238 08786 0.8772 0.4571 089 -~ 51.27
(0.020) (0.109)

0.008 0.9477 0.5556  0.8960 08947  0.5033 101 - 43.76
(0.018) 0.117)
0.010 0.9481 0.5294 09017 09006 04775 094 - 4320

(0.018) 0.121)

*  The bracketed terms are estimaled standard crrors.

The transition probabilities have been estimated by the method of
‘maximum likelihood and presented in Table 3.1. Estimates of p
scem to be less sensitive to that of g on choice of K. Note that
the transition probability p increases with K because of the increase
in the number of ‘normal’ periods at the cost of ‘abnormal’ peri-
ods in the data. The increase in the number of ‘normal’ periods
has also increased the reliability of the estimates. On the other
hand, the estimates of ¢ have become more and more unreliable
because of fewer observations corresponding to that row of P.
Estimated standard error of ¢ has increased from 0.074 for
£=0.002 to 0.121 for K=0.010. The split in proportional terms
between the observations corresponding to normal and abnormal
periods is-somewhat different for K=0.008. This has affected the
estimate of g for K=0.008, which otherwise decreases with K.
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Table 3.1 also presents the steady state probabilities. The steady
state probability of a state reflects the long-run proportion of time
the chain will be in that particular state. The observed proportions
have been calculated directly from the data while the estimated
proportions have been calculated using the estimates of p and g

and equation (2.4).

The steady-state probabilities may be used for projections of future
movements of the chain. Unlike time series models, the specified
model cannot provide a point forecast for the level of exchange
rate. However, using the estimated steady-state probabilities, it
could predict with reasonable accuracy the number of shocks that
are likely to emerge over a long period. In the absence of accurate
forecasts, this information still plays an important role. The length
of the period for which such projections will be based would de-
pend upon the speed of convergence of the Markov chain to its

steady state.

Shorrock’s measure of mobility, in this context, plays an important
role. The interpretation of his asymptotic half-life measure is as
follows : suppose the information on current probability is known.
Let the distance between ‘current’ probability vector and the steady
state vector be v, the distance being measured using linear metric.
Let us consider the benchmark rate 0.002. Then, on an average,
the same- distance will be 12y after 1.26 week, Yy after 2.52
weeks and in general, after (4)"Y 1.26xn weeks. The maximum
value of v is 2.0. The distance between the two probabilities,
therefore, becomes less than 0.001 for n=11. Thus, for all K, con-
vergence to steady state is expected to take place within fifteen
weeks. :

For estimation, however, we have used data up to April, 1996,
i.e., 174 observations. The rest of the data have been used to
judge the performance of the model outside the sample range. The
estimated steady-state probabilities from the model have been com-
pared with the observed out of sample steady-state probabilities in
Figure 3.3. Although we observe some discrepancies, the over-all
performance of the model outside the sample range turns out to be
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satisfactory. For K=0.004 and K=0.008, the steady state probabili-
ties have been very close and for K=0.006, moderate. The projec-
tions for K=0.002 and K=0.010 are, however, not close — the
gaps being 0.1236 and 0.0983, respectively. Given that these are
estimates and not actual probabilities, the large gap does not invali-
date the model. Our hypothesis is : more general models shall lead
to projections of better quality. In Section IV, we indicate some
possible general specifications.

Figure 3.3 : Projections of Steady
State Probabilities to Out of Sample

Probability

0.01

8
(=

0.002
0.004
x 0.006

lm Observed &8 Est'imated

Section 1V
Conclusion

The paper specified a simple two-state Markov chain model for the
spot price of the US Dollar in India. It showed that some com-
mon measures of mobility could be applied to such financial data. -
The strength of the Markov chain model lies in its projections of
the long-run steady state probabilities for the future. Contrary to
the more popular time series model, it focuses on the long-run be-
havior through the estimated steady-state probabilities. This may
turn out to be a significant gain vis-d-vis the standard time series
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models. The out of sample performances of the Markov chain
model turned out to be reasonably satisfactory.

The framework considered in this model has been consciously kept
simple. Several types of theoretical generalization§ and some more
applications are possible. For example, we coulsi 1.ncrease the num-
ber of states by distinguishing abnormal depreciation and abpormal
appreciation. For more general models, one could go beyond the
first-order Markov chain and specify a Markov chain of second
order. One could also specify the transition probabilities as func-
tions of some explanatory variables like the balance of payments
position, the foreign exchange reserve, the RBI purchase and §ale
of foreign exchange, the call money rate etc. On the applied side,
similar types of exercises could be done for the forward market
and the hypothesis that adjustments in the forward market take
_place at a faster pace could also be examined. The general models
involving a second-order Markov chain or a first-order Markov
chain with non-homogeneous transition probabilities are hypothesized
as useful solutions. '

Notes

1.Given the fact that information is absorbed at a very fast pace in the forcign ex-
change market, the assumption of Markov chain may not be a bad assumption. Note
that even this assumption can be generalized. However, such a gencralization will
‘impose some restrictions on the elcments of the corresponding transition matrix.

2.Note that for this simple case, we have not made a distinction between changes due
to depreciation and that due to appreciation. Such an assumption can be very easily
relaxed by considering L number of classes based on the valuc of X411 X;. The
state space will then consist of L elements. If L is large, such an analysis, however,
will need a huge amount of data,

3.For proof, see Shorrocks (1978).
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Scale Economies in Banking —
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The ongoing financial sector reform has intensified competition in the Indian bank-
ing industry. In such a milieu, the banking industry has to sustain itself by reach-
ing new heights of efficiency. One way to improve the cfficiency is to exploit the
scale economies of production. This paper examines the scale cconomy aspect of
banking using accounting data of a wide cross section of Indian banks for the ycar
1994-95. Using ‘intermediation’ approach to define banks’ output, the study uses
two measures of the scale economy viz, Ray Scale Economy (under constant out-
put-mix) and Expansion Path Scale Economy (under changing output-mix). Under
each measure, the effect of output expansion from the exisling branches as also
through opening of new branches arc studicd. Ray Scale Economy measurcs show
that under constant output-mix, most of the banks in India will have cost cffi-
ciency gains if they expand their business at the existing branches. However, if
new branches are opened to handle the increased business, only the small and me-
dium sized private sector banks will gain in cost efficicncy. The study points 1o
the possibility of some merger/regrouping among the small sized banks in order to
reap the maximum benefit of scale economies.

Introduction

Till the ’seventies, bankers all over the world operated in beneficially
regulated markets and as cartels, restricting competition. Since then,
several developments such as the deregulation of the banking sector,
the improvement in the banking technology and the growth of non-
bank financial intermediaries like mutual funds have taken place,
changing the financial environment drastically. The banking industry
has come to be characterised with intense competition, declining mar-
gins on traditional banking business, increased cost pressures and
greater risk. As a fall out, instances of bank failures and mergers have
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Technology, Mumbai and Dr. A.K. Nag, Director, DESACS f(or their guidance in pre-
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Damodar, A.L. Antony and T.V. Srecnivas of Computer Cell of D.B.O.D,, in extracting
the required data from their data base. The author is thankful to Shri Partho Ray, As-
sistant Adviser, DEAP for his comments on an earlicr draft of this paper. The author
is also indebted to an anonymous referee for his valuable comments. The errors and
omissions remaining, if any, is the author's responsibility.
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increased. While banks have ventured into new lines of business, in-
creased competition has brought in its wake increased reliance on cost

minimisation and improvement in efficiency.

The Indian banking scenario too has undergone a change in the
recent past. The financial sector liberalisation attempted since 1991,
has allowed more operational flexibility and functional autonomy to
banks than hitherto with a view to enhancing their efficiency, pro-
ductivity and profitability. The broad direction of the policy reform
has been towards rationalisation of the administered interest rate
structure followed by deregulation of most of the deposit and lend-
ing rates, reduction in the governmental pre-emption of banks’
funds in the form of CRR and SLR and relative freedom in branch
licensing. Simultaneously, the supervisory mechanism has been
strengthened and prudential norms relating to capital adequacy, in-
come recognition, asset classification and provisioning have been
put in place. Operational flexibility has infused a great deal of
competition among the Indian banks which has been further height-
ened by introduction of new players in the market. New domestic
banks have been allowed entry in the private sector and foreign
banks have been permitted to open offices in India, subject to ful-
filment of specified eligibility criteria. Establishment of mutual funds
both in the public and private sector as also the growing influence
of non-bank financial companies have increased the competition
from outside the banking system. In such a milieu, the banking
industry has to sustain itself by reaching new heights of efficiency.

Several types of efficiencies are associated with a production pro-
cess. One such is the scale efficiency which relates the firm size to
its production/cost curve. At present there exists a wide variation
in the size of the banks operating in India. Thus a question arises:
will all the banks of varying sizes be equally efficient under the
competitive environment ? The paper makes an attempt to study
the scale economy aspect of banks in India following the cost
function approach and using accounting data for the year 1994-95
of all scheduled commercial banks (excluding the Regional Rural
banks). The remaining.part of the paper is organised as follows:
Section 11 presents a few stylized facts of Indian banking industry.
Section III reviews a number of studies on scale and scope econo-
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mies in banking, mostly covering the experience of the U.S.A. and
raises some conceptual issues. Section IV outlines the methodology
of the present study while Section V presents the econometric evi-
dence on scale economies. Section VI provides the broad conclu-
sions and policy issues emanating from the study.

SECTION II
Indian Banking System : a Size-wise Profile

As at the end of March 1995, Indian banking system comprised 27
Public sector banks, 29 Private sector banks (including 6 newly
opened banks), 27 foreign banks (including 4 banks which opened
their maiden branch in India during 1993-94/1994-95), 2 non-sched-
uled banks and 196 Regional Rural Banks besides the Co-operative
banks. QOur analysis was restricted to the Scheduled Commercial banks
(excluding the Regional Rural Banks) for similarity of their operations
and their predominant position in the banking industry. Further, the
newly opened 6 Indian Private sector banks and 4 foreign banks were
also excluded for lack of sufficient data. Thus, the study was based on
the operation of 73 commercial banks during the year 1994-95. The
data for the study were collected from the published Balance Sheets
and Profit & Loss Accounts of these banks.

The inter-se size difference of the Indian banking system, based on
the sample banks, can be gauged from the following Table.

Table 1
Variability in the Basic Parameters of the Indian Banks
— As of March 1995

(Amount in Rs. crore)

Deposits Total Invest- Advances Number Number
Asscts or ments of of
Liabilities Employees Branches
Average 5526 6944 2355 2835 13187 677
Minimum 23 27 5 4 3 1
Maximum 85122 121814 41673 48530 232086 8878

The 73 banks included in the study can be grouped into the fol-
lowing classes based on their size of deposits.
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. Table 2

Distribution of Banks in India according to Deposit Size
Deposit Size Number of Broad ‘
(Rs. crore) Banks ~ Constituents
1. Upto 500 19 Small Private Sector banks
2. 501 — 2000 17 Medium Private Sector banks
3. 2001 — 4000 10 Large Private Sector banks

. + Small Public Sector banks

4. 4001 — 7000 14 Medium Public Sector banks
5. More than 7000 13 Large Public Sector banks

These size classes have been used for further analysis in the study.
Variations in some of the operational parameters of the banks in each
of the above size classes are brought out in the following Table.

- Table 3
Deposit Size-wise Variation in the Operational Parameters
of Banks in India

Parameter/Size-class 1 2 3 4 5

(Rs. crore) Upto 500 501-2000 2001-4000 4001-7000  More than 7000

1. Liability Mix

Deposits 0.74 0.82 0.30 0.81 0.79

Borrowings 012 0.08 0.06 0.05 0.05
2. Deposit Mix

Current Deposits 0.15 0.15 0.17 0.16 0.18

Savings Deposits 0.16 0.14 0.17 0.21 0.24

Term Deposits 0.69 0.7 0.66 0.63 0.58
3. Asset Mix '

Advances 0.48 0.48 0.44 0.39 0.40

Investments 0.30 0.30 0.32 0.34 0.34
4. Credit Mix

Cash Credit etc. 0.63 - 0.58 0.66 0.59 0.62

Term Loan 0.18 0.24 0.21 0.28 0.25

Bills Discounted etc. 0.20 0.18 0.13 013 0.14
5. Interest Income in

Total Income 0.89 0.85 0.84 0.86 0.88
6. Interest Expense in

Total Expense 0.58 0.60 0.55 0.59 0.60
7. Operating Expense in

Total Expense 0.22 024 029 0.29 030

8. Average Cost per il :
of Asset (in Rs.) 0.0805 0.0752 00772 0.0771 0.08
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The following broad trends are discernible from the above Table:

(i) The share of borrowings was relatively high in the two small-
est size classes.

(i) The share of term deposits was higher in the smaller banks
than the larger ones.

(iii) The share of investments in the total assets was higher for
large sized banks than for the small sized banks

(iv) Credit-mi» of the smaller banks was more concentrated in
favour of short-term loans (i.e. cash credit, bills etc.).

(v) Operating expense as a share of total expense was found to
be high for the large sized banks.

(vi) The average cost per unit of asset was U-shaped and reached
the minimum in the second size-class i.e., for banks with de-
posits between Rs.501-2000 crore.

SECTION IO

Scale Economies in Banking : Some Conceptual Issues and a
Select Resume

A number of studies have been conducted to measure scale and
scope economies in banking/financial institutions largely based on
the experiences of U.S.A. The broad approach followed in these
studies has been to specify a suitable production/cost function' for
banking activity, estimate parameters of the cost function using ac-
counting data of sample banks/financial institutions and finally arrive
at measures of scale and/or scope economies at the sample mean
and/or for different output ranges. However, these studies differed
in their approaches in defining banks’ output, selecting the func-
tional form of the production/cost function, the range of bank sizes

included in the sample and the measures of scale and scope econo-
mies used.
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What Do the Banks Produce?

A fundamental issue in studying the production economies of a
banking firm is : what constitutes a bank’s output? While there is
'a wide consensus on the multi-product nature of a bank, views
differ on the conceptual issuc of the appropriate definition of out-
puts and inputs in the banking industry and consequently the bank-
ing costs. The two most commonly used approaches are the ‘inter-
mediation approach’ and the ‘production approach’. Under the in-
termediation approach, financial institutions are viewed as intermedi-
aries which transform and transfer financial resources from units in
surplus to units in deficit. In this approach, deposits are treated as
input alongwith capital and labour and earning assets are taken as

measures of output. Also, consistent with this approach, costs are
defined to include both interest expenses and other operating ex-

penses.

The production approach, on the other hand, views financial institu-
tions as producers of services associated with individual loan and
deposit accounts using capital and labour, Under this approach, it
follows that number of accounts of each type form the appropriate
definitions of output. Interest expenses are excluded 'in measuring
the cost. '

Murray and White (1983), H.Y. Kim (1986), Noulas,Ray and
Miller (1990), Glass and Mckillop (1992) among others adopted in-
termediation approach to define banks’ output while Gilligan and
- Smirlock (1984), Gilligan, Smirlock and Marshall (1984) based their
analysis on production approach. Benston, Hanweck and Humphrey
(1982) also adopted production approach but they combined num-
ber of deposit and loan accounts in several ways to obtain com-
posite indices of bank output. Berger, Hanweck and Humphrey
.(1987) measured bank output and costs using both production and
intermediation approach and observed that the scale economy mea-
sures are qualitatively comparable under both the methods. Berger
and Humphrey (1991) followed a variation of intermediation ap-
proach where costs included both operating and interest expenses
and output was measured on the basis of ‘value added’ approach.



SCALE ECONOMIES IN BANKING — INDIAN EXPERIENCE 43

Banking functions which are associated with a substantial labour or
physical capital expenditure were identified as the major outputs.
As consensus on what should constitute an output measure of a
bank has eluded economists, it would be ideal to define banks’
output adopting both ‘intermediation’ and ‘production’ approaches
and test the sensitivity of the scale economy measures.

Form of the Cost Function for the Banking Industry

A number of studies prior to the 1980s, assumed production func-
tion of the Cobb-Douglas or CES type, which were not capable of
generating a U-shaped average cost curve, implying that returns to
scale would remain constant across all output levels. Consequently,
an optimum size of a bank could not be determined. In order to
correct this shortcoming, most of the studies since 1980s have se-
lected Translog (TL) function to represent banks’ cost structure
which allows multiple outputs to enter as separate variables and
can generate U-shaped average cost curve. Thus scale economies
can vary according to the size of the bank. However, one impor-
tant limitation of the TL function is its inability to admit zero out-
put which is required for estimation of scope economy and/or
product specific scale economy. This led to the use of more flex-
ible cost functions in recent studies. Glass & Mckillop (1992) used
a hybrid TL function while Hunter, Timme and Yang (1990) used
minflex Laurent approximation to estimate the scale and scope
economy. McAllister & McManus (1992) observed that TL cost
function may behave poorly if the global behaviour of the approxi-
mated function differs from its local behaviour and used nonpara-
metric techniques which are designed to estimate a function uni-
formly well over some region.

Choice of the Sa.mple

Previous studies on scale economies in banking can be grouped in
two classes based on the choice of sample banks included in the
study. Most of the studies included a cross section of banks of all
sizes and typically found scale economies among small banks —
usually banks with less than $100 million in total assets — and
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scale diseconomies among larger banks. Some authors, however, re-
stricted their study only to large banks (above $1 billion in total
assets) and found evidence of scale economies for relatively large
banks ($2 billion to $10 billion of total assets). McAllister and
McManus (1992) demonstrated that such results could be due to
trying to fit a single TL function over a population of - banks that
varied widely in terms of size and output mix which systematically
misrepresented costs for certain types of banks leading to specifica-

tion bias.
Measures of Scale Economies

Conventionally, scale economies are measured through elasticity of
cost with respect to output keeping product mix unchanged. Fur-
ther, as the number of branches enter as an independent variable in
most of the cost function specifications, in this measure, this vari-
able is also assumed to remain constant as output expansion takes
place.? Arguing that banks expand primarily by opening new offices
(which attract new accounts) rather than by adding accounts to
existing offices, Benston, Hanweck and Humphrey (1982) defined
an augmented scale economy measure which takes into account
both the sources of banks’ output expansion.® Noulas, Ray and
Miller (1990) measured the ‘plant’ level scale economy through
inclusion of branch variable in the cost function and ‘firm’ level
scale economy by excluding the same from the cost equation.
Berger et al. (1987) developed a new measure of scale economy
called Expansion Path Scale Economy (EPSCE) which captures the
mmpact of changing scale and product mix simultaneously by choos-
ing the mean output levels of representative banks in successive
size classes as expansion path.

The studies discussed so far assumed that all sample banks are
technically efficient and the observed cost represents the frontier.
Berger & Humphrey (1991) observed that economies or
diseconomies found in such studies were relatively small despite the
fact that bank costs revealed a striking degree of dispersion. The
authors estimated a ‘thick frontier’ cost function and showed that
inefficiency residuals completely dominated scale and product mix
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effects. Review of other studies which fitted frontier cost/production
function .and estimated scale efficiency therefrom, has not been at-
tempted in this paper.

Scale Economies of Banking in India

Most of the studies referred to above are based on data from U.S.
banking industry. Literature on scale and/or scope economies of
Indian banks are very few. Rangarajan & Mamipally (1972) studied
economies of scale in Indian banking by regressing total operating
costs of banks on size of deposit and other control variables like
deposit-mix, number and spread of branches etc. and derived the
shape of marginal and average cost curves. Using the data for the
period 1967-69, this study found that the muarginal cost curve
reached its minimum at the deposit size of Rs. 300 crore which
was taken as the least-cost size of the banks. The authors ac-
knowledged major shortcoming of the study as its exclusive reliance
on deposits as indicator of banks’ output. Ray & Sanyal (1995)
conducted an econometric investigation of scale efficiency in Indian
commercial banking based on the data for the year 1989-90. They
fitted a TL function as also a hybrid TL function and minflex
Laurent’s approximation to cost data in the single equation frame-
work as well as in the framework of a system of equations (which
included cost share equations). The study concluded that substantial
~scale economies exist among the sample banks and it would be
- more cost effective to expand output at existing branches than to
expand output through opening of new branches. The study was,
however, based on a sample of only 16 nationalised banks which
constrained the authors to make several compromises such as, ag-
gregation of different output indicators into a single index, dropping
“of capital price variable from the cost equation etc., thus making
the results somewhat circumspect. The authors considered number
of branches as an output variable whereas in all other studies the
same was considered as a control variable. This specification is

‘quite confusing. when used to measure the scope economies of
‘banking. :
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‘SECTION 1V
Methodology of the Present Study

For reasons discussed in Section III, this study has preferred the
cost function approach to measure the scale economies of banks in
"India.* Data on output and costs for the banks included in the
study were culled out from the Balance Sheets and Profit & Loss
Accounts. Balance Sheets provide information on different compo-
nents of assets and liabilities in value terms but they do not pro-
vide information on number of deposit and loan accounts serviced
by the banks. Therefore, ‘intermediation’ approach was used to
define banks’ output instead of ‘production’ approach. Accordingly,
total advances and total investments (in value terms) were taken as
output indicators and Ilabour, fixed capital and purchased funds (de-
posits plus borrowings) were taken as inputs. Consistent with the
intermediation approach, operating costs included expenses on
labour and fixed capital as also interest expenses (on deposits and
borrowings). Price of labour was determined by the ratio of estab-
lishment expenses to the total number of employees (irrespective of
their grades).’ Price of capital was determined by the ratio of the
sum of expenditure on rent, repairs and depreciation to the total
value of assets.® Price of the purchased fund was determined by
the ratio of total interest expenses to the outstanding deposits and
borrowings as on the balance sheet date. Apart from the output
variables and the input prices, the number of branches was included
as a control variable in the cost function.

A Translog model was fitted to the cost function as follows :

In C=a,+ Za*iny, + Xb*In P+ 172 X¥c *In y*in y
+ 12 ZZd *In P*ln P + EZf*ln )"ln P
+ g*In B g Xg, *In y*ln B + Zh"‘ln P*ln B
+ ki2*In B*In B. 1)

where, - C is total operatmg cost including interest expenses,
y,’s are the output mdlcators, i=1,2,
PJ s are the input prices; j=1,2,3,

and B is number of branches.
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Symmetry condition required
c, = ¢, for all ir and d}., = d,,- for all j,s. v (2)

r

Further, linear homogeneity of the cost function in input prices
imposed the following conditions on the parameters:

b =1 ....(3a)
2d =0 for j=123; ..(3b)
ka.j = 0 for i=1,2. ..(3c)
Zh=0 .(3d)

All the independent variables were normalised with respect to their
means before taking logarithms.

The cost function was augmented by the input share equations as
follows:

By Shephard’s lemma, factor demand equation for input j is
X= 8C/8Pj , ..(4)

so that SInC/SInPJ. = PX¥X/C, the share of j* input (§) in the cost.

But, 8/aCldinP, = b, + Ed ¥nP_+ XfXIny, + h*InB. .(5)
Thus,
S, = b, + Td*InP, + Sfny, + h*InB, for j=1,2,3 .(6)

This together with the cost function formed the system of equa-
tions to be solved. |

However, as ZSJ. = 1, one of the input share equations, viz., that
of the capital, was dropped and the remaining 3 equations in (1)
and (6) were simultaneously solved through Seemingly Unrelated
Regression (SUR) technique.

After obtaining the parameter estimates as above, Ray Scale Econo-
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mies (RSCE) were measured as elasticity of cost with respect to
output keeping product mix constant.

RSCE=X38InC | 8lny=Za+XXc, *Iny +I3f*InP +2g*InB A7)

RSCE < 1 implies economies of scale while RSCE > 1 implies
diseconomies of scale. RSCE = 1 means there is no economy of

scale.

RSCE for the whole sample was evaluated at the overall means of
each variable which by construction equals 1. Therefore, RSCE for
the whole sample was Za. To see how scale economies change
over the various rdnges of output RSCEs were also evaluated at

different data points.”

RSCE as defined above, keeps the number of branches fixed as
output expands. Thus, it can be considered as a measure of scale
economy when output expands from the existing branches (labelled
as ‘plant’ level scale economy and denoted by RSCE)). However,
as argued in the literature, banks (firm) normally operate through
multiple branches (plants) and output expansion can take place by
opening new branches rather than by expanding the output in exist-
ing branches. For measuring the scale economies when the number
of branches are allowed to vary along with the output, following
the approach of Noulas et al., branch variable was dropped from
the cost function at (1) as well as from the equation (7). This
measure is labelled as ‘firm’ level scale economy and denoted by
RSCE,.

Following Berger er al. (1987), Expansion Path Scale Economies
(EPSCE), which is defined as elasticity of incremental cost with
respect to incremental output along the expansion path (which may
have changing product mix) was evaluated through:

| QB - Q"' C @Y SInC(QY)
EPSCE (QA Q®) Z * ..(8)
Q" C@)-cQHy  8ng,
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where Q*={Q*,Q*,} and Q®={Q",Q",} are the output bundles on
expansion path AB and C(Q*) and C(QP) are the costs associated
with the above output, obtained from equation (1).
EPSCE(Q*QP)<1 indicates scale economy on segment AB, while
EPSCE(Q*,Q®)>1 indicates diseconomies.

As in the case of RSCE, EPSCEs were also measured at ‘plant’
and ‘firn’ levels by including and excluding the ‘branch’ variable in
the cost function (1). They are denoted by EPSCE, and EPSCE,
respectively.

SECTION V

Empirical Results for India
Estimation of the Cost Function

Translog cost model described in equation (1), together with the
input share equations given in (6) fitted the data well as can be
seen by the high R? value and low standard error (Table-4). There
was no evidence of heteroskedasticity of the errors.® The parameter
estimates are given in Table-5. All output and price coefficients
were positive and statistically significant implying positive cost elas-
ticities and input shares. The branch coefficient was positive and
statistically significant.
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Table 4

Goodness of Fit of the Cost Function and Share

| Equations - under Alternative Models

With Without
Branch Branch
_ Variable Variable
1. Cost Function
R? | 09978 0.9869
D-W Statistic : 2.04 1.97
Mean of -Dependent Variable 14.2802 14.2802
Std. Error of Regression - 0.0794 0.195
2. Share Equation for Labour
R? : ‘ 0.891 0.398
"~ D-W Statistic _ 1.87 1.54
"~ Mean of Dependent Variable ’ 0.1965 0.1965
Std. Error of Regression 0.0303 0.0728
3. Share Equation for Borrowings
R? : 0.8921 0.4492
D-W Statistic 1.93 1.56
Mean of Dependent Variable 0.7511 0.7511
Std. Error of Regression 0.0343 0.0757

For measuring the scale economies at the firm or bank level, the

system of equations constituting (1) and (6) was reestimated after
dropping the branch variable. The model omitting the ‘branch’ vari-
able reported slightly lower R? and higher standard error for the
cost equation. The estimation of the share equations turned out to
be more imprecise. Some interaction terms had reverse signs but all
output and price coefficients were positive (Table-5).
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. - Table § _
Parameter Estimates of the Cost Function for
Alternative Models

With ' Without
Parameter  Branch Variable Branch Variable
Estimate Std. Error Estimate Std. Error
a0 15.643** 0.127 15.554*% 0.027
0.419%** 0.042 0.368** 0.086
0.519%** 0.044 0.636** 0.083
0.270%* 0.006 0.195** 0.013
0.060%** 0.006 0.064** 0.008
b, 0.670%* 0.007 0.741%% 0.011
¢,y 0.112 0.071 -0.125 0.126
Cpy -0.055 0.066 0.164 0.114
C,y 0.044 0.071 -0.178 0.108
d, 0.092** 0.013 -0.052* 0.02
d, 0.023%* 0.008 0.042** 0.012
d, -0.115%* 0.011 -0.010 0.014
d, 0.056%* 0.008 0.042** 0.011
d, -0.079** 0.007 -0.084** 0.01
d, 0.195%* 0.012 0.074** 0.015
£, -0.064** 0.009 -0.080** 0.023
£, - 0016 0.01 -0.008 0.015
f, 0.080** 0.011 0.088** 0.02
£, 0.008 0.01 0.082%* 0.021
£, 0.008 0.01 0.006 0.014
£, -0.015 0.011 -0.088%** 0.019
g0 0.056* 0.023
g -0.013 0.013
g, -0.001 0.013
h, 0.061** 0.004
h, 0.003 0.003
h, -0.065%* 0.004
k -0.005 0.011

: Signiﬁcamly different from zcro at 5% level.
: Significanlly different from zero at 1% level.
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The Translog cost function represents a very general production
structure which is non-homothetic and has no restriction on elastici-
ties of substitution. However, by imposing restrictions on the values
of certain parameters, TL cost function nests more simplified mod-
els like homogeneous or homothetic production structure as also
production structure with unitary elasticities of substitution. Validity
of such restrictions can be tested statistically through likelihood

ratio (LR) tests.’

Restrictions on parameters which reduce the production structure
underlying a TL cost function homogeneous in outputs are,

Zc =0; r=1,2
E=0; =123
and ZXZg=0. (9

However, the validity of such restrictions was rejected as the LR
test statistic at 933.7 far exceeded the critical value “of 11.1 for
- Chi-square distribution with 5 d.f.'° at 5% level of significance.

Homotheticity is tested through separability of the variable cost
function in the outputs and all other variables. For the TL function
at (1),‘the testable restrictions for homotheticity are

fij.—-O; i=1,2 and j=1,2,3.
and  g=0; i=1,2. ..(10)

The LR test statistic in this case was 205.9 and was also rejected
at 5% level of significance (Critical value of Chi-square distribution
with 6 d.f"=12.6). This implied that a valid aggregation of banks’
outputs into a single index is not possible and the cost function
representing the banking firms must take explicit account of the
multi-product nature of banks’ output.

Ray S_caIe Economies (RSCE)

Based on the parameter estimates of the cost function, the ray
scale economies (RSCE) were calculated for the whole sample as
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well as at different data points using the formula at (7). RSCE for
the whole sample was evaluated at the sample mean value of each
independent variable. RSCE for the whole sample at ‘plant’ level
i.e. when output expands at the existing branches, was estimated at
0.9384 with a standard error of 0.0208. Thus, RSCE, for the
whole sample was found to be significantly less than 1'2. This
means that a bank whose output is at the respective averages of
the whole sample, will find it cost efficient to increase its scale of
operation (equi-proportionate increase in both the outputs) provided
it can handle the increased business without increasing the number
of branches. RSCE for the whole sample at ‘firm’ level i.e. when
output expands through opening of new branches, was however,
estimated at 1.0047 with a standard error of (.0188. Thus, RSCE,
for the whole sample was found to be not significantly different
from 13, This means that an average sized bank will not have any
cost benefit from equi-proportionate increase in its output if the
number of branches also increase alongwith the output.

As TL cost function can have varying scale economies at different
output sizes, RSCEs were also evaluated at different data points.
Data points chosen in this study were the averages (geometric
mean) of output and other variables of banks in 5 size groups
detailed in Section I1. To neutralise the effect of input price
changes on the cost elasticities, input prices were kept constant at
the overall mean (G.M.) of all banks.

Table 6 shows that at the ‘plant’ level, significant economies of
scale exists among the commercial banks in India in the first four
size classes i.e. with deposit size upto Rs.7,000 crore. RSCE for
the largest deposit size class was, however, not significantly less
than 1. This means that all private sector banks (Indian and for-
eign) as also the small and medium sized public sector banks will
find it cost efficient to increase their scale of operation (equi-pro-
portionate increase in advances and investments) with the help of
the existing number of branches.

The picture changes substantially if one looks at the scale economy
figures at the ‘firm’ level Here the economies of scale operate
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only upto the second size class i.e. for deposits upto Rs. 2000
crores which include small and medium sized private sector (Indian
and foreign) banks. At higher deposit size classes, the scale
economy measures are not significantly different from 1. This im-
plies that the cost efficiency which some banks could enjoy from
increasing the scale of operation would be lost if the number of
branches also increase commensurately with the increase in the
output. However, this mode of output expansion will be cost effi-
cient for the very small sized banks. This result also suggests that
there exists unutilised capacity at the branch level in a large seg-
ment of the banks in India. '

Expansion Path Scale Economies (EPSCE)

EPSCE which is defined as the elasticity of cost with respect to
output when the output mix changes along the expansion path was
estimated through equation (8). The expansion path chosen for this
purpose were the mean (geometric) output levels of 5 bank .size-
groups referred to earlier. Under the condition that output expan-
sion takes place at the existing branches, EPSCE for the first three
size classes (i.e. banks with deposits upto Rs. 4,000 crore) were
significantly lower than 1 ‘while for the size-group 4 i.e. banks with
deposits Rs. 4,001 - 7,000 crore, EPSCE was not significantly dif-
ferent from 1 (Table 6). Thus if banks expand their output from
existing branches but alter their output mix in the process of this
expansion, then banks from the first 3 size-groups, which comprise
the private sector banks (Indian and foreign) and small public sec-
tor- banks, will gain in terms of cost efficiency. However, in this
process of output expansion, if new branches are opened to handle
the increased output, banks in none of the size-groups will gain in
terms of cost efficiency as EPSCE measures for none of the size-

froups at ‘firmm’ level was found to be significantly different from
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Table 6
Scale Economy Estimates by Size Class
Deposit
size class
(in Rs. crore)  RSCE, EPSCE, RSCE, EPSCE,
Upto 500 0.8599** 0.9284** 0.9316** 0.9899
(0.0128) (0.0083) (0.0216) (0.0095)
501-2000 0.9156%* (0.9355** 0.969* 0.9972
(0.0112) (0.0106) (0.0162) (0.0076)
2001-4000 0.9424** 0.9006** 0.9888 0.9978
(0.0135) 0.0252) (0.0153) (0.0083)
4001-7000 0.9478** 0.9688 1.0015 1.0210
(0.0188) (0.0305) 0.0176) (0.0143)
More than 09783 — 1.0292 —
7000 (0.0265) (0.0258)
Whole Sample  0.9384%% 1.0047 —_
(0.0208) 0.0188)

* 1 Significanly lower than 1 at 5% level.
** . Significantly lower than 1 at 1% level.

SECTION VI
Summary and Conclusions

Based on the accounting data of 73 scheduled commercial banks
for the year 1994-95, it was observed that a translog function ad-
equately represented the cost behaviour of the banks in India. The
feasibility of explaining the costs through a homogeneous or a
homothetic production structure was statistically rejected.

Based on the estimated parameters of the cost function, the study
measured  scale economies at different output ranges for the banks
in India. Two modes of output expansion viz., constant output-mix
and changing output-mix were considered. Under each mode, the
effect of output expansion from the existing branches as also
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through opening of new branches was studied. It is 0b§erved that
most of the banks in India will gain in cost efficiency if they ex-
pand their business from the existing branches and keep the output-
mix unaltered. However, with constant output-mix, if new branches
are opened to handle the increased business, only. the small and
medium sized private sector banks will gain in cost efficiency. The
scope for increased cost efficiency was found to be narrow in the
case of changing output-mix. In this case, private sector banks of
all sizes and the small public sector banks will stand to benefit
from output expansion from the existing branches. However, with
addition of branches alongwith output, the study found no evidence
of scale economies in the banks of any size-group. The findings of
the study therefore are :

(i) there exists scale economies in the Indian banking industry;

(ii) expansion of output at existing branches is more cost effi-
cient than expansion through new branches; and

(iii) greater cost efficiencies are gained through equi-proportion-
ate expansion of output levels rather than their non-propor-
tional expansion.

One policy implication of the results found in the study is that
with increased competition and the need to minimise the cost, a
number of banks, notably those in the private sector, may find that
they are not operating at the optimum size. This raises the issue of
regrouping and merger among the banks with a view to reaping
the benefits of scale economy.

The objective of cost minimisation under perfect competition pre-
supposes that firms are price takers and therefore can not alter the
revenue structure. In actual practice, this may not be so as indi-
vidual banks may be able to exercise a fair degree of control on
the prices they charge on their financial products. The existence of
several imperfections, particularly the information imperfection, and
service differentiation are some of the factors contributing to the
asymmetric price structure of the banking industry.
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With the greater degree. of financial liberalisation, the banking in-
dustry in India would have to cope up with the increasing pres-
sures of competition in future. Indeed, the competitive forces are
going to be further strengthened with greater degree of openness in
the external capital account and growing trade in financial services.
In this milieu, optimising the size of the firm will be of critical im-
portance. The results of this study showed that while there are
unrealised potential of scale economies in the case of a large num-
ber of banks which can expand their output without expanding
their branch network, there are also opportunities for a smaller
number of banks which can increase their cost efficiency by ex-
panding the scale of operation through increased branch network.

Notes

1. A fundamental result of duality theory is, provided that certain regulrity conditions
are satisfied, there exist cost and production functions which are dual to each
other. The regularity conditions on the cost function in multiproduct casc are that
it be non-negative, real valued, non-decreasing, strictly posilive for non-zero output
and linearly homogeneous and concave in input prices for cach output. In such a
case, the structure of production can be studied empirically using either a produc-
tion function or a cost function - the choice is made on statistical grounds. Panzar
and Willig (1977) has further shown that when outputs are produced in cost effi-
cient manner, degree of scale economies is the same, whether it is measured us-
ing the transformation function or the cost function. As the specification that input
levels are endogenous and the output levels are exogenous is more plausible in the
case of banking industry, almost all the studies used the cost function approach to
measure the scale economies. Further, the duality condititions arc generally derived
in a deterministic framework. The correspondence of these conditions to the sto-
chastic frameworks could be an area of study.

2. This measure is also known as ‘plant’ or ‘branch’ level scale cconomy.
3. This measure is also known as ‘firm” or ‘bank’ level scale cconomy.

4, Some doubts may be expressed about the reasonableness of the underlying ‘assump-
tion in this case that banks in India, especially the 27 nationaliscd banks, produce
their outputs in a cost efficient manner. It may, however, be mentioned thar while
some social objectives were behind nationalisation of the banks, it has been subse-
quently realised that normal profit maximisation/cost minimisation objective can not
be altogether ignored, which formed the very basis of financial sector liberalisation.
Thus it may be assumed that over a period of last few years, even the
nationalised banks are moving towards the objective of cost minimisation.

5. Arguing that banks vary in composition of their employecs, in terms of officers,
clerks and subordinates staff, Keshari and Paul (1994) converted the employees
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data into homogeneous units of subordinate staff using the ratio of 1/3:1/2:1 for
officers, clerks and subordinate staff, respectively.

6. One could use the book value of premises, furniture and fixture in the denomina-
tor. However, as rented premises are used for performing a significant portion of
the banking business in India, book values of the premises shown in the Balance
Sheet are very low. Use of number of branches in the denominator has the limi-
tation in that the cost of maintaining branches located in different arcas (viz., ru-
ral, semi-urban, urban and metropolitan area) can be very much different. Thus, it
was assumed that use of fixed assets is proportional to the total asscls maintained.

- 7. Statistical significance of difference of RSCE values from 1 was tested using the
ANALYZ procedure of TSP.

8. Heteroskedasticity of the errors was tested by regressing squares of the residuals
on size parameters like deposits, advances, total assets etc., scparately. In nonc of
the cases, the regression coefficients were found to be significantly different from

2€10.

9. It has been shown that estimation through Zellner's SUR procedure are asymptoti-
cally equivalent to MLE and therefore, variance-covariance matrix obtained in the
final iteration' can be reasonably used to perform LR tests.

10. The actual number of additional restrictions are 5 in view of equation 3(c).

11. The actual number of additional restrictions are 6 in view of equation 3(c).

12. Significance of the scale economy measure is tested through H, : RSCE, = 1 vs.
H‘:FRSCEP < 1, the test statistic for which is (RSCEP - Dfse. (RSCEP) and it
follows t-distribution with 52 d.f, under H,. Critical value for the onc-sided test at
5% level of significance is -1.6747.

13. The test in this case is exactly similar to that for RSCE_ described above but the
test statistic follows t-distribution with 58 d.f, critical value for which at 5% lkvel
of significance is -1.6715.

"
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Determinants of India’s
Agricultural Exports

P.D. Jeromi*

In the context of the post-GATT international trading conditions and

_ liberalisation of India’s hitherto restricted agricultural exports, the paper cxamines

the determinants of India’s agricultural exports during 1970-71 0 1994-95. The

study undertakes empirical estimation of export demand and supply functions for

total agricultural exports as well as for the principal commaoditics in a simultancous
equation framework.

Introduction

Agricultural exports besides fetching valuable foreign exchange to
the country, enable farmers to trade at international prices and con-
ribute to improving the allocative efficiency of the economy. In In-
dia, till recently, the role of agricultural exports, to a large extent,
had gone unrecoganised, reflecting in the process the restrictions
placed on agricultural exports, regardless of the world market situa-
tion. In general, agricultural policies were largely driven by the ob-
Jective of achieving self-sufficiency in production and stability in do-
mestic prices. The rtestrictions or controls on agricultural exports
were believed to be one of the prime reasons for the disprotection
of the agricultural sector as compared to the industrial sector
[Gulati et al, (1990), Pursell and Gulati, (1993) and Government of -
India, (1996)]. Of late, however, there has been a growing realisa-
tion towards redesigning policies relating to agricultural sector so as
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to promote agricultural exports. Underscoring the importancet of ag-
ricultural exports, the Eighth Five Year Plan (1992-97) aimed at
achieving not only- self-sufficiency in food but also generating sur-
pluses for export (Govemment of India, 1992). The Approach Paper
to the Ninth Five Year Plan (1997-2002) has also stressed the im-
portance of agricultural exports for increasing farm incomes, tackling
the problem of unemployment, earning foreign exchange and achiev-
ing an improvement in the secular growth rate of agriculture (Gov-
ernment of India, 1997). This needs to be viewed in the context of
the several measures initiated by the Government of India since mid-
1991 to remove restrictions on agricultural exports. The new Export-
Import Policy (1997-2002), has in fact gone ahead to place emphasis
on enhancing the technological strength and efficiency of Indian
agriculture so as to improve its competitiveness and generate new
- employment opportunities. The external setting of agriculture trade
~has also seen a momentous change in the last five years or so, with
~ the Post-GATT international trading conditions providing opportuni-
ties for countries like India to expand agricultural exports by improv-
ing market access and competitiveness of products.

There are not many studies which made comprehensive analysis
of India’s agricultural exports. Studies which exist are either dated
[Kannan (1986) and da Costa and Gaddamwar (1988)] or related
to the periods which did not see many policy changes |Chand and
Tiwari (1991), Dass (1991), Virmani (1991), Reddy and Narayanan
(1992), ‘Pal (1992), Subramanian (1993), and Jeromi and
Ramanathan (1993)]. More recently, studies by Nayyar and Sen
(1994), Gulati et al (1994a and 1994b), Bhatia (1994), Hajra
(1994), Bhalla (1994), Vyas (1994), Rao and Gulati (1994), Rao
(1995), Kumar and Mittal (1995), Parikh er al., (1995), Singh
(1995), Jeromi and Nagarajan (1996), Patnaik (1996), and Gill and
Brar (1926), which examined some critical issues on agricultural

~exports did not throw much light on the factors determining agri-

cultural exports, such as production, domestic absorption, domestic

:Innd f:xter;:al ({JriCCS, etc. This study attempts to fill the gap by ex-
ining the determinants of India’ i

riod 197071 through 1994 98 s agncultural exports for the pe-
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The study is divided into four sections. First, we provide a
brief account of agricultural export policies in India as a backdrop
to the sections that follow. Section II presents the methodology
and data base of the study. Section III examines the determinants
of agricultural exports. The final Section presents the major findings
of the study and analyses their policy implications.

Section 1
Agricultural Trade Policy in India

With the exception of the initiatives that have been taken in
recent years, India has, by and large, followed an ‘inward-looking’
agricultural policy aiming primarily- at achieving self-sufficiency in
agriculture. As a result, there was little emphasis on agricultural
exports as a means of stimulating domestic production and improv-
ing international payment situation. In general, agricultural exports
reflected the “Vent for Surplus Theory”, according to which only
excess supply over the domestic needs could be exported.- Most of
the agricultural exports were subjected to controls of one kind or
the other. Exports were regulated by licenses or by various state
agencies, and were placed under one of the several categories: viz.
‘not allowed’, ‘allowed’, ‘allowed on merit’, ‘limited ceiling’ (quo-
tas); ‘open general license’ subject to prescribed conditions (like a
Minimum Export Price (MEP) or quota restriction); and ‘canalized
export). As many as 60 agricultural and livestock products were
-subjected to some form of export control at the end of 1992
(Pursell and Gulati, 1993). Since then, however, a number of prod-
ucts were freed from controls.

India has traditionally been following two distinct strategies for
agricultural exports. For traditional commodities such as tea, coffee,
tobacco, and spices, the trade regime has been relatively open, re-
flecting in fact the vestiges of the colonial era. On the other hand,
in the sphere of foodgrains, cotton, and sugar, the policy regime
favoured import substitution. Export of these commodities is taken
to mean disposal of excess domestic production while import of
these commodities represents supplement to domestic consumption.
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Agricultural trade flows in India are as a result viewed as residual
jtem in an ex ante sense (Nayyar and Sen, 1994).
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The predominant economic consideration behind the export con-
trols has been to maintain the domestic prices at reasonable levels.
It is believed that exports can affect domestic prices to the extent
that this would cut into domestic supply, especially in times of
supply shocks. This has been the main argument which has sus-
tained a policy bias against agriculture. But this- overlooks the point
that controls on :agricultural exports while promoting self-sufficien-
cy could eventually lead to under-development of agriculture and
restrain the growth potential of the sector.

It is against this backdrop one needs to examine the contentious
issue in the recent phase of agricultural policy reform of the effect
“of price convergence in the domestic and international markets on
the welfare of the low' income groups of consumers. It is widely
recoganised that price convergence will improve allocative efficiency
in the economy, as production and consumption decisions will take
into account India’s comparative advantage in different commodities.
-The likely adverse welfare consequences on the poor, however,
would need to be tackled by effective targeting of food subsidies. -

The virtually closed nature of agricultural exports has led to a
situatjon of high protection to some commodities such as oilseeds
and sugar (domestic prices being higher than international prices)
a'nd tzfxation of some others such as foodgrains and cotton (domes-
tic prices being lower than the intemnational prices). For example,
cotton exports were subjected to export quotas and MEP which
1nvqlves a process of intense lobbying and bargaining between the
textile industry, the handloom industry and the cotton growers and
traders'. This created uncertainty for exporters and importers, dis-
couraging them from investing in long term marketing fucilities and
relationships. As a result, Indian cotton was generally exported at a
substantial discount (Pursell and Gulati, 1993),

Bsstimates\ by Pursell a'nd‘ Glﬂéti (1993) h
. ave shown that on an
average, durmg 1970-71 to 1987-88, the protection level for agri-
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culture was about half the level for manufacturing sector. This
had a dampening effect on agricultural exports and investment in
agriculture (Government of India, 1996). Since mid-1991, a number
of policy initiatives were undertaken to liberalise agricultural ex-
ports. These are mainly in the form of gradually removing quota
restrictions, relaxation of MEP, reduction in export duty etc. These
measures represent a fundamental departure from the erstwhile con-
trolled policy regime for agriculture. The basic rational of the re-
form has been to correct the general disprotection of agriculture by
aligning the domestic input and output prices with international

prices and creating in the process incentives that are neutral in
impact.

Section IT
Methodology and Data Base

The major factors determining the export of a commodity are
world exports, international prices, export prices, domestic prices,
the exchange rate of the currency in question and domestic produc-
tion and absorption.. The first three variables influence the world
demand for the export of a commodity, while the rest are essen-
tially supply factors which influence export availability. The price at
which a good is exported is jointly determined by the forces of
demand and supply. Hence, this study follows a simultanecous equa-
tion approach to evaluate the influences of demand and supply side
factors on exports. A modified version of the methodology em-
ployed by Khan (1974), Hussian and Thirlwall (1984) and Patra
and Pattanaik (1994), has been adopted for this purpose.

The -world demand functlon for India’s export of a commodlty
is specified in the log-linear form as:

log X°, = b, + b log WX, + b, logEPWP), (D)
Where -
i ‘i’th commodity

t = time
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XP = Quantity of exports demanded by the rest of the world.
WX = World agricultural exports at constant prices.

EP = India’s export price in US dollar terms.

WP = World Price in US dollar terms.

The coefficient of the ratio of export price to world price pro-
vides the elasticity of substitution of sources of supply. If India’s
export price is lower than the world price the demand for her
exports will rise and vice versa. This effect is expected to I?e
strong for commodities like pepper with relatively large share in

world exports.

To estimate long-run"clasticity, the partial - adjustment model of
the equation (1) is specified as ‘

log X°. = b+ b log WX, + b, log (EP/WP), +
b, log X®,, - ' --(2)

-where b/1-b, provides the measure of long-run elasticities.

.~ The major variables influencing the export supply of a com-
modity are its domestic production, consumption, prices and ex-
- change rate of currency. Given the huge domestic market, agricul-
- tural exports of India is largely dependent on the domestic produc-
“tion and absorption.” Since agricultural production is highly corre-
lated with exports, it could not be incorporated directly in the sup-
ply equation. Hence, the rainfall index, which is highly correlated
with- production, was used as its proxy variable. The impact of
domestic absorption is postulated to be captured by the domestic
- price of the commodity and it is expected to carry a negative sign.
Export prices are supposed to carry positive sign. The coefficient
of Tatio of export prices to domestic prices represents the impact
of relative price change on exports. The supply equation was aug-
mented with-an exchange rate variable represented by the nominal
exchange rate with a view to study the sensitivity of agricultural
exports to exchange rate (Kumar and Mittal, 1995). On the above
rationale, the export supply function is specified as:
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log X* =b + b, log (EP/DP) + b, log R, +
b, log ER ..(3)

Where, v
XS = Quantity of export supplied

EP = Export price (unit value index in Rupee terms)
DP = Domestic price (Wholesale Price Index)

R = Rainfall index

ER = Nominal exchange rate of the Indian Rupee

The simultaneity between the quantity and the price of exports
can be accounted for by specifying the export supply function in
inverted form and expressed as export price function as:

log EP, = b + b log X5 + b, log DP, +
b, log R + b, log ER ..(4)

The partial adjustment model of the equation (4) is given by

log EP, = b + b log X® + b, log DP +
b, log R + b, log ER + b, log EP , ..(8)

The equilibrium [equations (1) and (4)] and disequilibrium
[equation (2) and (5)] equations were estimated for all agricultural
commodities in aggregate as well as for major commodities by
Two Stage Least Squares (2SLS) method.

Basic data for the study have been drawn from various issues
of Economic Survey, Report on Currency and Finance, Area, Pro-
duction and Yield of Principal Crops in India, UNCTAD Commod-
ity Year Book and International Financial Statistics.

Section III
Determinants of India’s Agricultural Exports

Based on the methodology given in Section II, commodity-wise.
determinants  of agricultural exports of India were estimated using -
the data for the period 1970-71 to 1994-95. All the estimated
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in double log form and they pertain to the entire

equations are ' .
1 atic and dynamic

study period. The elasticities derived from the st
demand and supply equations are presented in Table .1 and 2 (de-

tails of the regression output is presented in Table 3).

The results indicate that the demand for India’s agricultural
exports is influenced by the growth of world exports, although the
short-run elasticities for a number of commodities are less than
unity. In the long-run, with the adjustment of demand, the elastici-
ties for most of the commodities exceed unity. The estimated elas-
ticity reveals that a one percentage point change in world agricul-
tural exports leads to 0.48 percentage point increase in the demand
for export of India’s total agricultural commodities. Among the
commodities, the elasticity of export demand with respect to world
export was the highest for pepper (1.27). Since India is one among
the largest pepper producing and exporting countries in the world,
the result is not unexpected. Similarly, the demand for oilcake ex-
ports was highly elastic to world exports (0.82). As in the case
of pepper, here also the country has a high share in world export

of oilcake (Table 1).

Table 1 : Elasticity of Export Demand

, Static Dynamic

‘Commodity WX EP\WP WX EAWP
1. All Commodities 0.48* 0.07 0.45* 0.10
2. Coffee 0.34* 0.26* 111" 0.93»
3. Fish 0.53* 0.43* 2,07 0.49¢
4. Tea 0.13 0.11* 0.13 0.11*
5. Rice 026%  -0.74+ 4.67* 0.91*
6. Oilcake , 0.82* 0.95* 1.17* 1.37*
7. Pepper 1.27* 0.38* 1.33* 0.40*
8. Tobacco 071 .0.09 0.93* .04

* o Statistically significant at 95 per cent confidence interval
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The price elasticities, both short-term and long-term, on the
other hand, indicate a mixed trend, with three out of seven com-
modities showing negative response to relative price changes.
India’s export prices relative to world prices were favorable for
coffee, fish and fish preparations, oilcake and pepper and unfavor-
able for tea, rice and tobacco. Among the commodities which
showed positive price response, oilcake turned out to be relatively
highly price elastic. The negative price elasticities for rice and tea
could be explained by the fact that the domestic demand and
prices for these commodities are very high and hence export prices
in these cases are not favourable in relation to world prices. Re-
sults of dynamic equations indicate that actual exports adjust to the
level desired by the demand conditions in the world market and
the long-run elasticities are in general higher than short-run elas-
ticities (Table 1).

Table 2: Elasticity of Export Supply

Static Dynamic
Commodity EPADP R ER EP\DP R ER
1. All Commodities 3.43*  0.82* 298* 12.20*  1.00* 6.38*
2. Coffee 4.44* 0.09 049 739% 030 @ 2.04*
3. Fish ' 2.64* NA. 011 0.76* N.A 0.20
4, Tea .11 0791 1.04* 5.14*  1.33* 1.78*
5. Rice 9.14* 525% 333 8.22*  2.83* 3.73*
6. Oilcake 4.75* 1.19* 099 437 091* 1.39*
7. Sugar@ 3.45*% 076 2.29* 3.94* -0.61 2.83%
8. Pepper 3.78*  0.03 1.27* 6.25% (.39 2.21*
9. Tobacco - 5.03*  1.88* 2.73* 332 (.81 2.19*
10. Raw Cotton@ 3.52* 083  2.62* 17.95*% 2.64* 11.32*

* : Statistically significant at 95 per ‘cent confidence interval.
@_ : Estimates are based on OLS
N.A.: Not applicable

On the supply side, the ratio of export price to domestic
prices, which indicates the relative profitability of exports to domes-
tic sales, as expected, was found to be positively influencing the
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quantity supplied for exports. The elasticities were h?gher thz.m unity
in the case of all commodities except sugar n static equation and
fish in dynamic equation. It can be inferred from the results that
India’s export supply is indeed price elastic. The high price elas-
ticity of rice export supply need some explanation. Till recently a
lion’s share of India’s rice exports constituted superior quality
basmati variety which commanded higher prices in the export mar-
ket. On the other hand, domestic market for basmati rice is limited
and the wholesale price index of rice does not adequately reflect
domestic price of this variety of rice. Hence, the high value of
price elasticity needs to be interpreted with caution. Rainfall, which
is a proxy variable for production, seems to hold an important in-
fluence on the export supply of commodities like rice, cotton, and
. tea. What is also significant is that exchange rate seems to exert a
strong influence on export supply of almost all commodities except
fish, bringing out the importance of the exchange rate policy for
promotion of agricultural exports (Table 2).

- Though aggregate agricultural exports includes commaodities be-
longing to varied groups like cereals, beverages, spices, agricultural
raw materials, etc., the forces operating on the demand and supply
sides are not very much different. In general the domestic absorp-
tion of agricultural commodities is quite high. The factors determin-
ing the availability of exports such as production, the level of do-
mestic consumption and relative profitability of exports have a
dominant influence on agricultural exports. The demand side factors
play_ only a limited role in exports of these commodities.

Results presented in Table 3 shows that the demand for and
supply pf India’s agricultural exports are sensitive to price changes.
The adjustment process in the export demand function is evident
frozp the statistically significant coefficient of the lagged dependent
variable. In what follows, an analysis of major commodity-wise ag-

ricultural export is presented with emphasi .
phasis on their d
supply behaviour. emand and
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Coffee

Coffee exports from India account for nearly 60 to 70 per cent
of annual domestic production and it is traditionally an export
oriented commodity. The international market for coffee is domi-
nated by Brazil, followed by Colombia, Indonesia and Mexico
(Veena et al, 1994). Coffee production is highly erratic in India.
Production falls considerably in every alternate year although in
recent years production has been found to be more stable in the
range of 1.80-2.20 lakh tonnes. Coffee exports accounted for 7.1
per cent of the total value of agricultural exports in 1995-96.

The estimated coffee demand equation shows that world coffee
exports and relative prices have significant effect on the demand
for Indian coffee exports. The long-run elasticity of demand for
coffee exports to world exports was 1.11, higher than the short-run
elasticity of 0.34. The supply of coffee exports is elastic to both
export and domestic prices. Being an essential commodity, coffee
supply is highly elastic (negative) to the rise in domestic prices.
Though the coefficient of exchange rate was not statistically signifi-
cant in the static supply equation, it was significant in the dynamic
equation (Table 3).

Tea

In regard to tea there had been a secular upward trend in its
production in earlier years (Kumar and Mittal, 1995). However,
there was not much improvement in its production during 1990-91
to 1995-96 and it has been hovering around 0.8 million tonnes.
Tea exports account for about 20 to 30 per cent of annual pro-
duction. In recent years, the contribution of tea and mate in the
total value of agricultural exports declined considerably from 16.9
per cent in 1990-921 to 5.5 per cent in 1995-96.

The demand equation could explain only 30 per cent of the
variations in the demand for Indian tea exports. The results reveal
that the world export of tea has no significant influence on the
demand for Indian tea. The coefficient of relative price variable is
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negative indicating that Indian exports do not enjoy price advantage
over other tea exporting countries. Among the supply side vari-
ables, relative prices and exchange rate were found to be some of

the dominant factors influencing the supply of exports. The domes-
‘tic sull of the market was quite evident from the coefficient of

domestic prices (Table 3).

Qilcake

~ Qilcake exports include de-oiled extractions of groundnut, cot-
tonseed, soyabean and rapeseed. India contributes about 32.15 per
cent of groundnut cake and 6.39 per cent of soyabean cake ex-
ports of the world. Exports of this commodity depend upon oil-
seeds. production and the domestic demand for animal feed. Oil-
seeds production in the country has increased substantially during
the eighties and the first half of the nineties and the demand for
animal feed is also growing. Oilcake exports share 11.1 per cent of
the total value of agricultural exports in 1995-96.

It may be seen from the results that both world exports and
" relative prices have significant influence on the demand for oilcake
- export. On the supply side, relative prices and rainfall have
favourable effects on the supply of exports. High demand for oil
cakes in India had a negative impact on the supply which is re-
flected in the coefficient of domestic prices (-2.06) (Table 3).

‘Tobacco |

Tobacco is one of the non-essential items exported and its con-
tribution to the total agricultural exports has declined in recent
years from 4.6 per cent in 1991-92 to 2.1 per cent in 1995-96.
Since 1991-92, tobacco production has decelerated from 584 thou-
sand tonnes to 560 thousand tonnes in 1995-96,

The demand for tobacco export is found to be elastic to its
world exports (elasticity 0.71). As the coefficient of relative prices
was fot positive one could infer that price factors do not have a
significant influence on the demand. The demand function is dy-
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ngnﬁc in nature as evident from the statistically significant coeffi-
cient of the lagged dependent variable. All the explanatory variables
in the supply equations were statistically significant. The elasticity
of exports to relative prices and exchange rate are high in the
static equation than in the dynamic equation -(Table 3).

Sugar

India’s export of sugar was quite erratic owing to fluctuations
in output and rapidly rising internal demand. India exports only
0.05 per cent of the domestic production of sugar. Depending
upon the production and domestic availability, exports are con-
trolled from time to time. The export performance of sugar was as
a result not satisfactory. Though sugar production improved consid-
erably during recent years, it is highly volatile. Export of sugar and

molasses accounts for 2.4 per cent of the total value of agricultural
~exports in 1993-96. '

The statistical tests suggests that India’s sugar exports largely
depends on supply factors than demand factors. Demand equations
could not provide statistically significant results. The explanatory
power of the supply function was also found to be low. This sug-
gests that policy factors played. a significant role in exports of
sugar. The estimated coefficients in the supply function were signifi-
cant for domestic prices, and exchange rate. The degree of domes-
tic demand pressure is evident from the significant negative coeffi-
cient of domestic prices (Table 3). ' '

Rice

India is the second largest rice producer in the world after
China. However, productivity of rice in India is very low. One
fourth of the total cropped area in India is accounted for paddy
cultivation. Rice contributes nearly 40 per cent of total foodgrain
production in the country. However, rice exports account for less
than one per cent of production. India is exporting a number of
varieties of rice, which could be broadly classified into two:
basmati and non-basmati. Till 1989-90, basmati rice exports ac-
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counted for more than 90 per cent of the total q}xanFity of rice
“exported from India. With the overall improvement in rice produc-
tion, the share of non-basmati rice has increased since 1989-?0,
and its share stands at 47 per cent in 1994-95. In 1995-96, rice -
exports accounted for the highest share in the total value of agri-

cultural exports (21.0 per cent).

The major factor influencing rice export demand was the relz.l—
tive prices. Export supply. of rice is elastic to rainfall, domestic
absorption and prices. The domestic demand exerts a strong nega-
tive influence (-4.87) on exports of rice, underscoring the critical
importance of internal consumption on export supply. -Among th.e
commodities considered in the study, rice exports were most sensi-
tive to rainfall variable indicating its crucial role in production and

exports (Table 3).
Fish and Fish Preparations

Fish and fish preparations account for nearly 16.0 per cent of
total agricultural exports by India in 1995-96. India is the world’s
- seventh largest producer of fish with a share of 3.8 per cent of
world production. There has been an impressive growth in fish pro-
duction in the country in recent years from 38.36 lakh tonnes in
1990-91 to 49.49 lakh tonnes in 1995-96. Correspondingly, exports
have also increased from 1.39 lakh tonnes to 2.96 lakh tonnes,
- during the above period. High-valued shrimps form the major ma-
- tine products exported from India. India stands next to China in
the production of shrimps in the world.

Demand for India’s fish and fish preparations were elastic to
world exports and relative prices. It appears that India’s export
price has been favourable to her exports. The dynamic function
yielded higher long-run elasticities as compared to the short-run
elas.ticitics. Export and domestic prices were the important variables
| hfiwng statistically significant influence on the supply equation. The

high domestic prices reduce export supply, making domestic sales
profitable vis-a-vis exports (Table 3).
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Pepper

India produces a variety of spices in substantial quantities and
she is the largest producer and exporter in the world. Among
spices, black pepper (known as the ‘black gold’ or the ‘king of
spices’), cardamom (known as the ‘queen of spices’), chilies, gin-
ger, turmeric are the major items produced in India. Historically,
pepper and cardamom were the major spices exported from India.
- However, with the emergence of countries like Indonesia, Malaysia,
Guatemala and Brazil in the production and exports of the above
commodities, the share of India in world exports has declined con-
siderably in recent years.

~ The results shows that rise in world exports and favourable
relative price movements provide boost to India’s export demand of
pepper. On the supply side, the relative price variable emerged as
the dominant factor influencing the export supply besides the ex-
change rate (Table 3).

Cotton

Raw cotton export is highly erratic due to variations in domes-
tic production. The value of export reached Rs. 846 crore in 1990-
91, but declined considerably since then and it could fetch only
Rs. 204 crore in 1995-96, constituting 1.0 per cent of the total
value of agricultural exports. Domestic demand for raw cotton is
increasing at a rapid pace, placing pressure on its prices.

In the case of cotton, an export demand function could not be
explained meaningfully. One possible reason for- this is that India’s
cotton exports were largely dependent on policy decisions in this
regard. Hence, cotton exports are dominated by the forces of sup-
ply. The empirical results reveal that the relative profitability of
exports and exchange rate are the significant variables that affect
the supply of cotton for exports. Export price seemed to have an-
effect on export supply (Table 3). ' e
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Section IV .
Major Findings and Policy Implications

- The paper examined the determinants of India’s agricultural exl;
ports during 1970-71 to 1994-95. The fmnual c,o.mp(?und gr;wt
rate of agricultural exports was lower during the ’eighties (10. pc;
cent) than in the ’seventies (17.8 per cent). However, a turnaroun
has been seen during the first half of the ’nineties (27.3 per .cent).
The demand for India’s agricultural exports depends to a 'mgmfi?ant
extent on world agricultural exports. While the relative prices
were favourable for coffee, fish, oilcake, and pepper, they were
found to be unfavourable for tea, rice and tobacco. Export supply
is found to be highly price elastic. While the domestic absorpnop
puts pressure on the export supply, improvements in supply condi-
tions and exchange rate act to improve the supplies.

With the country becoming self-sufficient in most of the agricul-
tural commodities, the scope for agro exports has become wide
over the years. The prospects for a boost to agricultural exports

" have improved in the context of the recent GATT agreement and

the institutionalization of the World Trade Organization. How far
Indian agriculture could respond to the emerging world trading
~conditions would crucially depend upon the forces of supply. As
the results of the paper reveal, agricultural exports are highly de-
pendent on domestic production and consumption. The yield levels
obtained in India of most of the commodities are lower than those
of competing countries. Since there is hardly any scope for further
expansion of area under cultivation, the future production prospects
and thereby exports at competitive prices depend largely on the
improvements in the yield levels. This would, inter alia, require
substantial investment in the agricultural sector. With the rise in
income levels the composition of consumption basket is likely to
change in favour of non-traditional items like diary products, meat,
fish etc. One could, therefore, expect that the domestic demand
pressure on traditional commodities like rice, wheat etc. would be
somewhat muted in future.
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Though the study could not directly incorporate the quality fac-
tor in the export functions, the role of these factors in influencing
the demand for agricultural commodities are gaining importance in
the international market. Therefore, India’s success in agricultural
exports also depends on the vertical integration of the supply of
commodities to meet the specific demand requirements abroad.
Further, as per the GATT agreement, India has to take measures
for meeting the sanitary and phyto-sanitary conditions which would
require improvement in technical expertise, infrastructure and
resources. '

From the policy point of view, the need for a liberalised trade
regime in the agricultural sector can hardly be overemphasised.
While this will strengthen the case for removal of remaining export
controls on most of the agricultural commodities, there is also a
need for protecting the interests of the lower income groups where
sensitive commodities like rice, wheat, cotton and sugar are in-
volved. Tt is essential that safety nets are provided for in our ap-
proach to liberalisation.
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Table 3. Two Stage Least Square Estimates of Export
Demand and Supply Functions
(Funcﬁonal form : Log-Linear Period : 1970-71 to 1994-95)
-
. : ; R DW E
Commodity/ - Esimaied Coelicients N
Demand/Supply Equation
1. Total Agricultural Exports
d X, = -0.59 + 048 WX + 0.07 EP/WP 0.43 1.85 0.05
Demand ) (036) (1L7)  (0.56)
d X, = -024 + 028 WX + 0.06 EPWP + 0.38 X°_ 0.64 0.11 005
Deman (D)‘_ (018) (181)  (0.66) sy
Supply (5) | X, = 066+ 193 EP - 150 DP + 082 R + 298 ER 035 183 005
. ©O3) (IL7S) (243  (1.8)  (272)
- Supply(@) X, = -374 + 093EP-395DP+040R+255ER+0.60X*, 0%  -008 006
a (133) (212) (-068) (1.51) (474) (1.79)
2. Coffee
Demand () X, = 0.83 + 0.34 WX + 026 EP/WP 0.52 226 007
. (0.66) (2.03) (217)
Demand (D) = -0.58 + 030 WX + 025 EPWP + 0.3 X°,_, 0.9 068 006
(-0.74) (1.96) (229 (5.90)
Supply ) X, = 1B+ 2T EP-221DP + 009 R “» 049 R 0.62 19 010
o (066 223) (307 (019  (0.50)
C Supply @) X, = -L164 0.74 EP2.29 DP+012 R + 0.84 ER{S9 X 0.87 368 010
o AL 2) (276) (022) @205 (95
3. Tea
Demand (§) X, = 1.64 + 013 WX - 0.1 EP/WP 030 185 0.0
QT O (189
Demand @) X, = 147 + G.12 WX - 0.10 EPWP » + 009 X° 01 0% 004
S B0 (15 3
SPPY ) X, = 0B+ I61EP. 150DP+ 071 R o 10t ER 09 19 0w
» {0.09 (094) (-4.39) (1.40) (219)
Supply @) X, = 10.83 + 1.92 EP-163 DPs092 R+1.3 ER 4031 X', 0% 417 om
0%) 02) 40 a8) @) @
4. Qilcake
Demand (§) X, = 464 + 082 WX + 0.9 £p ; wp 89 IR 010
(5.02) .16 o
Demand (D) Xc=5-69*0.x3wxmwwmmmx- 574 int  oo%

Corad )}
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Commodity/ Estimated Coefficients X Dw/  SEE
Demand/Supply Equation b Sta.
Supply (S) Xg = 402 + 269 EP - 2.06 DP + 119 R+ 099 ER 0.91 1.56 0.05
(3.04) (289)  (-4.06) {1.89) (147)
Supply @) Ks = 962 + 4.03 EP-398 DP+1.66 R+2.55 ER - 0.83 X*_ 0.7 0.63 0.05
(3.28) Q27) (5.62) (1.74) (.08) (1.9 :
5. Tobacco
Demand (S) X, = -0.61 + 0.71 WX - 009 EP /| WP 0.44 1.3 0.07
(040 (1L7H° (-142)
Demand () X, = -0.82 + 0.52 WX - 002 EPWP + 0.44 X° 0.46 0.51 0.07
(-0.5T) {1.99) {-031) {1.83)
Supply (S X, = 658 + 295 EP - 208 DP + 1.88 R + 273 R 0.94 1.97 0.05
Q.09 (1.88) (276 174 0
Supply (D) X5 = 330 + 137 EP-0.9 DP+0.58 R+1.56 ER + 029 X*_ 0.96 0.17 0.05
222) 77) {(246) (092) (4.17) (©.31)
6. Sugar@
Supply (S) X, = 548 + 038EP - 3.07DP - 0.76 R + 229 R~ 0.3 1.89 0.10
(138) (0.58) (2290 - (-043) a3y ‘
Supﬂy o) Xs = 611 + 041 EP3.73 DP-0.64 R+2.97 ER - 0.05 X5_, 0.3 43 010
(1.46) (060) (2.40) (-034) (1.70)  (-0.09)
7. Rice
Demand (8) X, = 291 + 026 WX - 0.74 EP/WP 0.42 1.24 0.08
(1.31) (1.94) (3.59)
Demand (D) X, = -4.54 + 1.50 WX - 029 EPWP + 0.68 X°_, 0.79 - 267 0.3
-1.92) 2.12) (-2.18) .07
Supply (S) Xy = 271 + 427 EP - 487 DP + 525 R + 333 ER 0.85 184 003
(0.48) (1.87)  (4.89) 179 (134)
Supply (D) X = 720 + 344 EP3.14 DP+22T R¥L99ER + 020 X5, Q.87 264 0.0
(130) (227) (-5.31) (086) (1.34)  (040)
8. Fish and Fish Preparations
Demand (S) X, = 435 + 0.53 WX + 043 EPWP 0.57 268 0.03
(7.16) (3.59) (4.08)
Demand (D) X, = 121 + 0.89 WX + 021 EPWP + 0.57 X°_ 0.97 092 003
(4.23) (1.82) (4.14) (4.90)
Supply () X, = 101 + 054 EP - 210 DP + 011 ER 0.97 219 0

(99 369) (226 (0.7

{Contd.)
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Commodity/ Estimated Cocfficicnis R DW.J SEE

Demand/Supply Equation h Stat

Supply (D) X, = 117 + 0.58 EP- 0.12 DP + 0.18 ER + 0.09 X% 0.98 1.25 0.04
(3.06) 337) (216  (L18)  (064)

9. Pepper

Demand (5) X, =52+ 1.27 WX + 0.38 EP/WP 052 1.92 0.08
(6.08) (3.49) @.74)

Demand @) X, = 486 + 1.20 WX + 0.36 EP/WP + 010 XP 0.56 513 0.08
(6.08) (3.49) 274) (2.31y

Supply (S) X, = 143 + 184 EP-194DP+ 003 R + 1.27 ER 0.96 1.79 0.04
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10. Raw Cotton@
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_ Supply @) X, = 2.09 + 2.5 EP-139 DP0.58 R+2.49 ER + 078 X*_  0.57 115 008

Notes: :
Figures in brackets are respective ‘¢ values.
Demand (S) : Demand Staic
Demand (D) : Demand Dynamic
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The Political Economy of Trade Protection (Editor)
Anne O. Krueger, National Bureau of Economic Research,
The University of Chicago Press, 1996, Pp. 112, $28.75

Economists have voiced concern over hindrances to free
flow of goods and services across the boundaries of the nations
since long. Tariff and non-tariff barriers to trade have been studied
in great detail. The analysis however, has remained mainly focused
on quantification of the heights and effects thereof. The vast litera-
ture available has demonstrated the benefits of free trade. Both the
traditional and new theory of international trade which justify trade
intervention to swamp away the economic rent that the early enter-
ing firms enjoy have shown that free trade policy benefits the
country that follows the same even though others do not do so.
Yet, in actual practice, free trade has remained elusive for many
countries, who are pioneers in world trade.

A major country like the USA which in principle advocates
free trade, has been adopting protectionist trade policy for many
decades. There is prima facie something more than the economic
justification for such trade practices. The National Bureau of Eco-
nomic Research (NBER) undertook a project on the political
economy of the U.S. trade policy. The main objective was to find
out reasons and factors that determined such a policy. Eminent and
renowned scholars were commissioned to study this phenomenon
with reference to selected industries that receive high degree of
protection, and contribute to the understanding of what generates
and sustains the anti-dumping and countervailing duty procedures.
The book contains nine excellent research articles, which were pre-
sented at a NBER sponsored conference on the political economy
of trade protection, preceded by a competent summary by the edi-
tor that brings out the major issues highlighted by the individual
studies and their implications for future trade policy.
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The selection of industries represents diverse charac.tenstlcs
and circumstances. Textiles and apparel, steel and auto.mobxles are
labour intensive, age old industries with good geographical concen-
tration, while semiconductor is capital intensive and new. Protection
to agficultural interests viz., wheat growers is another area .of. at-
tention in the book with particular reference to the negoFlatlons
leading to NAFTA. The case study of lumber,.the commodity that
strived and got protection under countervailing d.uty p{o.cedure
gives account of the importance of legal precedence. in decxdm.g thF
outcome. An import source-wise study of protectionist po!lcy is
done to find out whether any systematic patterns emerge in the
industries’ approach and solutions to the problem.

The book highlights the political factor as the single most
important determining factor of protectionist policy. Effective lobby-
ing by textile and apparel, automobile and steel industries for pro-
tection yielded desired results when their congressional representa-
tives’ support was needed by the Government. The Government
yielded to the pressure of textile and apparel lobby and reached an
arrangement with major exporting countries under LTA and later
MFA in early 70s. Later it successfully resisted such pressure as it
no longer needed the legislators’ support. The Government that
time was more concerned with protecting USA’s markets in other
countries, and safeguarding and serving its foreign policy impera-
tives. It thus, traded the interests of textile and apparels for ex-
panding exports of other industries. The effectiveness of political
lobbying depends not only on political strength but on positioning
and timing. The Government’s stand is influenced by both domestic
and external political implications. The political lobbying is not con-
fined to the US industries alone. Japanese semiconductor manufac-
turers mounted a vigorous campaign in the USA. The USA Elec-
tion Commissioner’s reports showed that spending by the Japanese
companies in the USA towards legal expenses and political dona-
tior}s heightened when the process of filing anti-dumping suits was
at 1ts peak. The same, however, came down once a bilateral ar-
rangement was negotiated and put in place.

In all the cases studied, consumers and user industries
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though affected adversely were passive. They did not organise any
counter lobbying mainly because they were numerous and vastly
spread over. The adverse prospects of the gains from lobbying ef-
forts proved a great deterrent.

The USA industries, it is found, resort to filing anti-dump-
ing and countervailing duty suits when there is underutilisation of
capacity and employment. The process of filing such suits itself has
import curtailing effects, even before the final finding of the impact
on domestic market is available. It has been estimated that the fil-
ing of such suit activities in itself has the effect of curtailing im-
ports equivalent to three-fourths of that of imposition of tariff duty.
The analysis of suit-filing reveals that suits were filed against im-
ports from certain regions and/or countrics with the intention of
getting the market advantage, although the industry was not sure
of the final outcome. Suit-filing against imports from Western Eu-
rope was prompted by the intention of obtaining benefits that come
during the period of investigation while that against Japan and new
industrialised countries in the South East Asia were intended with
the ‘final outcome’ in view. The activities of suit-filing varied ac-
cording to the nature of the commodity in question.

All the seven studies included in the book have shown
that protection did not help these industries, except lumber. Protec-
tion affected consumer and user industry’s interest adversely with
considerable cost to the US economy both in terms of money and
loss of opportunity to improve efficiency. The cost of protection to
apparel and textile accounted for 80% of the total protection cost
to the US economy. The protection to the semiconductor industry,
in fact, helped the Japanese firms make more profits which they
ploughed back to further improve their technology, and also at-
tracted South Korean importers. Only a change in technology from
use of macro chips to processing technique helped the semi-con-
ductor industry.

A study by Brucel Gardner showed that by giving protec-
tion to domestic wheat growers, the U.S. Government successfully
raised the farm income from its depressed levels, and contained
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the acreage under wheat crop by raising the support price and pro-
viding compensation for leaving farms uncultivated. The wheat
stocks acquired under the support price mechanism were used.for
enhancing export markets. The wheat protection policy was particu-
larly targeted towards displacing the EEC from South African mar-
kets under the U.S. Export Expansion Programme. The programme
after modification to provide for cross subsidisation, was successful
and budget neutral. It resulted in a transfer of about $ 600 million
annually from the USA wheat consumers to outside consumers.
One positive aspect of wheat protection policy was that it com-
pelled the EEC to make its Common Agricultural Policy more free

trade-oriented.

"David Orden’s study of the US’s negotiation of agricultural
commodities with Canada and Mexico that eventually led to
NAFTA agreement showed that even when the outer time limit for
elimination of duties is a bounded one, powerful groups could slow
down the speed of duty reduction though they could not extend
the time limit. Further, policy emphasis differed in negotiations be-
tween Canada and Mexico. In the case of the former the reliance
was more on securing safeguards through administrative provisions
while in the case of the latter, bilateral negotiations assumed impor-

tance.

In the paper by Joseph P. Kalt dealing with countervailing
duty, a rather neglected issue, the legal aspects of trade protection
policy is put in proper perspective. The author shows how the
Canadian lumber trade which had a case on economic grounds
under the ‘less than fair price clause’ proceedings lost it before the
International Commerce Department for want of legal precedent,
and inadequate and deficient exposition in arguing out its case.

The project studies have raised a number of vital policy is-
sues. The predominance of political factors in giving protection to
industries, not justifiable on economic grounds, caused net losses to
the U.S. economy, and distorted the global trade flows, leading to
overall economic loss to the world. The future trade policy strategy
should therefore, aim at devising a mechanism to contain the domi-
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nant influence of political factors on the trade regime. The book
demonstrates that consumers and the user industries have not
raised their voice against protection, which has affected their inter-
est. This is because the perceived gains to this vast sector is thinly
spread. As the books shows, organising this sector will help the
U.S. economy to save the huge costs of protection. A notable as-
pect of the book is that it analyses the economic factors that can
prevent the political factors becoming prominent in the protectionist
trade policies. Technology is one such factor, which by changing
the composition of the industry can weaken the various lobbying
forces. When the steel industry’s composition changed in favour of
mini-mills from composite mills, the mini-mills being consumers of
steel, exerted political pressure and successfully opposed the bilat-
eral steel arrangement with Japan. The labour support is strong
when it is largely immobile as happened in the case of the steel
industry. The labour was relatively mute in the case of the semi-
conductor industry as it was more mobile and skilled to absorb the
costs of protection. The book has shown in the context of the US
that a mere resort to filing of anti-dumping or countervailing duty
suit has powerful import restraining effect. The administration usu-
ally prefers a negotiated arrangement to administrative laws, under
which the executive is left with least discretionary power and it
cannot therefore, attain its political goals. The filing of suit activi-
ties are generally aimed to bring the importing country for a nego-
tiated arrangement and wrest concessions. For administrative protec-
tion, the US industries targeted those suppliers which accounted for
a sizeable share of the USA market. It was found much easier to
negotiate, continue and also to load more restrictive clauses in the
existing protectionist arrangements. So, once an industry receives
protection, chances of its getting further protection becomes
brighter. The exporting country needs to put in all efforts in the
initial stages itself. The MFA is a case in point.

The developing countries need to be careful about the in-
dustry situation in the US, the legal precedent, and the knowledge
of the US laws to protect themselves in the US market. Fair trade
laws no longer seem to be fair even in the citadel of the free
trade philosophy. The book provides a refreshing reading of the
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U.S. trade policy, written lucidly to highlight what constitutes the
most significant non-economic factor behind the rising protectionism

in the world trade environment.

M.P. Gaikwad*

* M.P. Gakwad is Director i i i
o T in the Department of Economic Analysis and Pobey of the
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World Food Summit: Technical Background Documents
(3 .volumes), Food and Agricultural Organization of the
United Nations, Rome, 1996, unpriced.

The Technical Report (hereafter referred as the Report) pre-
pared by the Food and Agricultural Organization of-the United
Nations for the World Food Summit held at Rome (13-17 Novem-
ber 1996) is a review of developments in world food and agricul-
ture and food security from the early 1960s to the present, with
particular reference to the period since the last World Food Con-
ference held in 1974. The Report contains fifteen major sections in
three published volumes which can be broadly divided into three
separate areas, addressing the central issue of food insecurity
around the world. The first focussed area is the quantitative assess-
ment of the performance of various countries since the beginning
of 1960s along with an attempt: to project the scenario in the year
2010. The second area of focus is on policy issues that have a
bearing on augmentation of foodgrains production and improvement
in distribution in a sustainable manner. The third area of emphasis
is on the need for increased international trade co-operation among
countries to improve food access to the poor in low-income coun-
tries.

It is, by now, generally believed that the world food situa-
tion has improved substantially since the mid-seventies. The World
Food Conference held in 1974, had ended on a pessimistic note
pointing out the possibility of world food production growing at a
rate that would hardly match the increasing demand for food. This
observation was punctuated by the unfavourable food condition in
the early 1970s, when cereal prices in the world market came un-
der strong pressure. Opinions had got around that the neo-Malthu-
sian proposition that world food production would never grow fast
enough to meet the effective demand for food of a growing global
population was unavoidable. However, the developments in the
food front in the post-world food conference years have put such
apprehensions to rest. Cereal prices declined dramatically in tl?e
world market immediately after 1974 and have continued to remain
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subdued since then. Supply constraints, which were considered'to
be the root cause, have since been over taken by the demand side
_ factors as the majority of the countries failed to raise their _income
levels to generate adequate effective demand for food. This gave
rise to a general notion that the world food problem was not one
of production questions but that of demand and/or distribution

issues.

The Report, in its introduction, has rightly dispelled some of

the misconceptions regarding the world food situation prevalent in
the developed world. While distinguishing the nature of food prob-
lems in the developed and developing economies, the Report ob-
serves that the inadequate growth of food demand in the latter
countries reflects the low level of purchasing power of the most of
the population, whose very incomes depend on the growth of agri-
culture itself. The problem of food insecurity in these countries is
therefore, essentially a problem of production. The remedial mea-
sures as the Report recognize$,” must be addressed in terms of
improving agricultural and rural development situation so as to
raise both demand for and supply of food. The Report substantiates
this point by drawing from the experiences of a few successful
countries such as China, Costa Rica, Equador, India, Indonesia,
Mozambique, Thailand, Tunisia, Turkey, Zimbabwe, and South Af-
~rica where the declining incidence of food insecurity and undernu-
trition has been related to public policy reforms that boosted agri-
“cultural production and improved the access of food to the poor.
?t in this context that the Report has justified protectionist policies
in the agriculture and food sector in developing countries in solving
their food problems. '

The objective of food security is to ensure that all people
at all imes have both physical and economic access to safe and
nutritious food for maintaining a healthy and active life. The Report
!ms mentioned that in the absence of an international data base it
is fiifﬁcult to make a comparable analysis of the food access of
1{1d1viduals or population groups in each country. Indirect informa-
tion from household food consumption or expenditure surveys have
been used to estimate the extent of inequality of distribution of
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food supplies within countries. Based on these data the Report has
observed that several developing countries had shown substantial
progress in the food front in more recent years - faster in 1970’s
than in 1960’s. Emerging from an acute food deficit in 1962, Asia
has continually shown improvement and is fast catching up with
the situation of Latin America which has attained a stable food
situation. In contrast, Africa did not manage to improve its food
situation to any substantial degree, South Asia made noticeable
gains only in 1980s. While the dependence of the developing coun-
tries on developed world increased strongly in 1970s, the trend
changed subsequently in 1980s.

The Report has estimated that about 841 million people or
20 per cent of the developing countries’ total population are at
present suffering from hunger. The projections show that even by
the year 2010 a large number of developing countries would still
have to grapple with the problem of hunger as around 680 million
persons would remain under-fed in terms of their minimum food
requirement. It would require a 30 per cent increase in food en-
ergy availabilities in Africa (but 40 per cent south of Sahara), 15
- per cent in Asia and less than 10 per cent in Latin America to
improve their nutritious standards so as to eliminate food insecurity
and undermutrition. However, the Report is not very much optimis-
tic about the prospects of world food situation. While there are
- some positive factors such as the slowdown in the population
growth rate, and near saturation of demand for food in developed
countries which will help promote the food access of developing
countries, the Report notes that negative outcomes would stem
from slow growth in per capita incomes in many underdeveloped
countries, and the continued prevalence of severe poverty in many
countries with very low levels of nutrition. The Report has identi-
fied several areas for improving the food situation in low income-
countries. -

Among the domestic policy issues, technology, irrigation,
investment, efficient distribution, and sustainable growth have been
given emphasis in the Report. One of the key issues addressed in
the Report concerns the lessons that low-income countries must
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draw from three decades of experience of the green revolut;on;
Noting the significant achievement in res'pe_ct of .rlc]e a,;lldt v:hee:c
output in Asia, the Report argues that it is unlikely }t] aff hese
gains can be consolidated further without pointed research €fto A

understanding the factors that has led to a large gap between t Z,
potential and actual yield from cultivation. The report has stresse

"on a number of areas for reducing this gap such as estgbllshmg
effective communication with farmers, rejuvenating cx-te.nsmn Sys-
tems, conducting more participatory rcsearch. afld providing proper
training to farmers. It is, however, pessimlstm on the scope of
improving productivity level through biotechnolog){ in the near fu-
ture due to lack of an international consensus on issues relating to

ethics, safety and intellectual property rights.

The Report has highlighted the need for intensified effort. in
extending irrigation for improving the food situation in developing
countries. While the existing irrigation infrastructure must be reha-
bilitated and modernized, the Report argues that farmers should be
assisted in assuming ownership rights and management responsibili-
ties for the assets created by the public sector. While strongly rec-
ommending the measures to increase the irrigation potential, it tries
to dispel the general misperception that investment in water, par-
ticularly those in irrigation, is ineffective and inefficient and can be
a threat to environment. However, it cautions that human demands
for water are about to exceed the ability of the hydrological cycle
to generate water. Water is becoming globally scarce; this funda-
- mental resource constraint will have an adverse effect on food pro-
duction. ‘

Much of the food that is produced is never consumed as
production is carried out without adequate information on consumer
demand, leading to over-production and consequent wastage. In
Some cases, government subsidies encourage excessive production of
some commodities and too little of others. This also results in mis-
allocation of productive resources such as water and other in-
puts. There is also some food loss in post harvest chain. Improve-
ments in handling, storage and distribution reduce costs to buyers
and improve returns to paricipants in the food chain. The Report,
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however, argues that many post-harvest innovations to help farm-
ers in marketing activities are neither economically viable nor so-
cially agreeable. The Report observes that several governments are
now withdrawing from the earlier strategy of direct intervention in
the marketing system and reorienting their functions to facilitate
marketing, storage and distribution by the private sector.

The Report reviews the critical role of food processing
which is a major source of employment and value addition. It is
observed that agro-processing in many developing countries is
treated as a way of disposing of surplus production, without refer-
ence to the demands in the market. This, it is suggested, must be
avoided. The Report focuses on the investment requirement of ag-
riculture in finding a long-term solution to the problem of food
insecurity in developing countries. The emphasis should be given to
on-farm investments in irrigation, land improvement, new agricul-
tural tools and machines, livestock breeds and plant varieties. In-
vestment should become physically possible and privately profitable.
Facilitating investments in rural infrastructure will link producers to
the mega-cities so that it will enable rural people to respond physi-
cally and mentally to new opportunities.

The Report argues that efficiency of investment, is as much
an issue as its volume. Focusing on Asia, it points out that empha-
sis should be placed on improved use of existing capital stock, so
that the required amounts of incremental net investment in agricul-
ture declines over time. Pooled investments are more cost effective
than individual country efforts in approaching common problems of
technology and resource management. Global alliances are required
to monitor emerging trends of and possible threats to world food
supplies.

With the possible exceptions of limited areas in Africa and
Latin America, most additional food demand will have to be pro-
duced on land that is already under some use. Expansion of agri-
culture to less suitable land area means greater input costs, more
risk of crop failure and environmental degradation. The use of
natural resources will have to be based on their physical and bio-
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logical potential, which is strongly influenced by the management

practices and technology applications. The focus should be. on im?o-
-vative management and technological development. Tl.lere is consid-
erable evidence that innovations are rapidly adopted, if farmers find

them to be beneficial.

The Report argues that international trade and co—operati_on
is vital to world food security. The Uruguay Round trade negotia-
tions would play a key role in improving income levels and food
security of developing countries. The Report, however, feels th.at
these measures are not likely to affect significantly the net availal?ll—
ity of food globally, as reduced output in the high cost countries
will be generally replaced by increased output in other countries.
What is, however, worrying is the impact of GATT agreement on
world food prices which will depend on several counteracting fac-
tors, such as the positive effects of tariffication and greater share
of stocks in private hands and the negative effects of declining glo-
bal stocks and the supply uncertainty arising from the shifting pro-

duction locations.

It is contended that trade liberalization may imply some
negative impacts on the least-developed and net food-importing
countries in terms of the availability of adequate imported supplies
of basic food stocks at reasonable terms. International trade, it has
been indicated, has a major bearing on access to food via its effect
on incomes and employment. While more liberal trade policies over
time contribute to economic growth, the main issue for food secu-
rity is whether economic growth reaches the poor. Although there
are some evidence to show that in many developing countries
export industriecs are more labor intensive than import-substituting
industries and that employment opportunities are higher in outward
oriented economies, the linkages between trade, growth, employ-
ment and poverty are not very clear so as to establish a strong
causal relation between trade policies and the incidence of food
insecurity and undernutrition.

' The Report notes that the role of food assistance in im-
proving the lot of the most deprived nations is getting limited. The
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international aid for food has suffered major decline during 1980s
and 1990s and is now competing with other forms of development
assistance. The Report has made a strong case for reversing this
trend and making food assistance more effective in solving the
world food problem. The Report has at the same time urged na-
tions to become more vigilant against the abuse of food assistance,
as unwisely designed and implemented food assistance programs can
have deleterious effects on development and future food security.

The Report must be commended for its exhaustive coverage
of the issues relating to the world food security. The quantitative
assessment on the status of food availability and undemutrition for
the majority of the countries gives an opportunity for knowing not
only the absolute performance of individual countries but also its
relative standing in the world community. The calorie norm used
by the Report for assessing the degree of undernutrition may not
be agreeable to many; but that does not deter or dilute the focus
on the issues of food security. The single most contribution of the
Report lies on its success in promoting the awareness about the
world food problems and highlighting the role of international co-
operation in seeking answers to some of immediate questions con-
cemning food security. Many of the food problems are directly re-
lated to development issues. For instance, as the Report has men-
tioned, increasing the access of food is not a problem of produc-
tion alone but also a problem of enhancing the purchasing power
of the poor. It is here that the developmental issues become im-
portant for improving the world food situation. Another notable
aspect of the Report is its integrated -approach to study the world
food problems, emphasizing the inter-linkages between technology,
environment and food security. The Report has urged that environ-
ment issues particularly those relating to irrigation, and technology,
have to be kept in view in framing public policies relating to food.
1t is slightly pessimistic about the prospects of improving the food
situation through increased trade liberalization particularly from the
viewpoint of its impact on food prices. While it is possible that
liberalization of agricultural trade can bring pressure on domestic
prices leading to worsening of real purchasing power, there are
brighter aspects of a global market and competitive forces, which
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should not be lost sight of in improving food supply an.d crf:atmg
opportunities for the less developed countri-e‘s. The warning in the
Report is all clear. The present policy condlm?ns are not very con-
ducive for eliminating the problem of food insecurity. In. fact, if
things stand as they are, the condition on the f.ooc.i secur.lty front
in the next 20 to 25 years may not show any significant improve-
ment. It calls for drastic policy initiatives in rural and agricultural
sectors in low-income countries in order to reverse this trend. .In
this context issues relating to technology, irrigation, investment, dis-
tribution, sustainability, trade and food assistance highlighted in t.he
Report must receive immediate policy attention. The general pohc.y
suggestions in the Report relate to giving equal treatment to agri-
culture vis-a-vis other sectors, removing disincentives to farmers and
other rural investors, creating job opportunities in the rural sector,
tackling the problem of urban migration, and improving rural finan-
cial infrastructure. A sharper demarcation between public and pri-
vate sector role in promoting investment in agriculture is also nec-
essary. The Report, however, does not favor active intervention by
the government in the food sector for ameliorating the problems of

poverty and under nutrition.

The Report seems to have underplayed the role and impor-
tance of institutional factors in hindering productive forces to oper-
ate smoothly. It is widely known that many of the developing
economies are plagued by institutional forces that are not conducive
for improving the growth prospect. The govemments in these coun-
tries need to give importance to these factors while addressing the
problems relating to food security. The Report has also not given
pointed attention to issues relating income distribution. Many of the
problems that are likely to come up are recognized but not ad-
dressed to, leaving a room for skepticism.

Many of the suggestions made out in the Report are quite
relevant in the context of food security in India. The Report has
acknowledged that India’s performance in enhancing per capita food
availability is significant. Currently, the average per capita food
availability is slightly less than 2400 calories per day, up from
around 2000 calories in the early 1960s. However, ncarly 40 per
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cent of India’s population continue to remain below what may be
regarded as adequate calorie requirement. Further, like the other
Asian countries India is also facing the problem of low productivity
growth, especially in cereals, which poses a serious limitation to its
future prospects on the food front. Decline in investment in agri-
culture with little scope for enhancing efficiency in capital use and
inefficiency in the distribution system are some of the factors that
continue to pose policy challenges for sustaining self-sufficiency in
foodgrains and improving the accessibility of food to the poor. The
Report not only highlights many of these concerns, but also brings

out the seriousness of the food problems, needing effective policy
intervention.

Sudip Kumar Mohapatra*

* Sudip Kumar Mohapatra is Research Officer in the Department of Economic Analysis
and Policy of the Bank.
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capital formation, and look at the sectoral

hree economic variables. Nevertheless, we
though this

phases of growth, saving and

composition of cach of these - N
will confinc oursclves solcly to national accounts stalistics;
may not be analytically very complete but we do so for purposes of

tractability and cxpository convenience.?

The scheme of the paper is fairly straightforward. Sections I, II and
1 arc devoted to these three variables, viz., growth, saving and capital
formation.? Section IV sccks to address the issue, whether the Indian
cconomy is characteriscd by low growth and high saving. Section V
presenis the Iessons and policy messages that are derived from the paper.

Section I
Growth Experience in the Indian Economy

Long-term Growth of the Indian Economy and Various Phases of
Growth

Indian growth cxpcricnee has been an arca of intense rescarch for a
long time. A basic question that is rcpeatedly asked in this context is
that: what is the long-term trend growth rate of the Indian economy?*
Docs the notion of the so-called ‘Hindu ratc of growth’ adcquately
characterise Indian reality [Raj Krishna (1983); Bardhan (1984)]? Or, in
actuality, has the long-run growth rate surpassed the 3.5 per cent thresh-
old [Raj (1984)]? Was there an improvement in GDP growth since 1980/
81 [Dandckar (1992)]? Is it that the long-term growth of the Indian
cconomy cxpericnced a sharp risc from 3.5 per cent to 5 per cent since
the latc scventics [Dholakia (1994))? 1s the improvement in growth rate
during the cightics largely illusory in the sense that it has been triggered
off. by a spurt in GDP originating in ‘public administration and defence’
[Mitra (1988)]? These arc some of the important questions that have
haunted cconomists for long.

A Periodisation Scheme

In this context, onc nceds a choice of periodisation in looking at the
sccular groylh expericnee. Instead of adopling the somewhat mechanical
:)}:calt()-upkthh regard to decades or plan periods, we tricd to look into

¢ brcaks in the GDP scri i i
e scries. We adopt the following four pcriod
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(i) 1950151 to 1964/65 (Period ). Starting at 1950/51, we follow
Chakravarty (1987) and Joshi and Little (1994), to club the first threc
plans under a single time period. This is done duc to two reasons, as
Chakravarty (1987) has aptly put, “... first, thcy were successive in time,
together spanning a period of fificen years; and sccondly, and more im-
portantly, thcy were all formulated under the active chairmanship of
Jawaharlal Nchru” (p.19); thus, our first period ends at 1964/65. Besides,
as Rothermund (1993) has noted, the decisive break in the trend of
India’s economic growth in 1965 was duc to three factors, viz:, scvere
drought, Indo-Pakistan war and concomitant incrcase in defence expendi-
turc and reduction in foreign aid inflow.

(ii) 1965/66 to 1975/76 (Period I1). We takc the second period from the
mid-sixtics to 1975/76. It is now widcly belicved that since the mid-six-
tics there was an industrial deceleration; there are opinions that it was
not only confined to industry but was part of a more grand ‘structural
retrogression’ [Shetty (1978)1.% As Ahluwalia (1985) has noted, “The mid-
sixtics witnessed the emergence of a number of latent strains as well as
a few new factors which were to change the course of industrialisation in
the following period” (p.8).

(iii) 1976/77 to 1990/91 (Period Ill). There is a wide perception that
India broke through the constraint of the Hindu rate of growth since the
mid-scventies [e.g., Ahluwalia (1988), Chakravarty (1987) and Raj
(1984)]. Even in the case of the industrial scctor a number of authors
have placed the turnaround in industrial growth since mid-seventics
[Ahluwalia (1985)]. A key element in this context, as Ahluwalia (1988)
has noted, was the improved performance in agriculture, which not only
contributed dircctly to faster GDP growth but also gave fillip to indus-
trial growth,

(iv) 1991192 to 1995/96 (Period IV). As regards the rest of the time
span, we sclect the crisis ycar of 1991/92 as the line of demarcation;
alter all a host of liberalisation mcasures started since then. Apart from
this, the expericnce of 6 per cent plus growth rate on a rcasonably con-
sistent bas;si is a phenomenon of the ninctics.

We have subjected the above periodisation to formal statistical testing.
Since conscquent to our four period scgregation, we need three structural
breaks, we tesied for them at 1964/65, 1975/76, and 1991/92. To start
with, we ran gencralised trend coquations with slope and intercept dum-
mics, for the whole period, viz.,
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contributions of ‘trade’, ‘hotels and restaurants’, and ‘communication’ for
the post-liberalisation period, and that of ‘banking and insurance’ since
the mid-seventies nced to be interpreted with care. After all, these sub-
sectors have a low base. Finally, the phase-wise improvement in the
growth ratc of real GDP as well as most of its sub-sectors are signifi-
cant as revecaled from the Chow test.

Growth Experience: Isolating the Crisis Years

- The growth trajectory of the Indian economy is often conceived in
terms of transitional dynamics from one crisis to another. From this
viewpoint a possible lacuna of the above periodisation scheme could be
the inclusion of irrcgular number of crisis years under each phasc. What
would be the outcome if one trcats the crisis years as outlicrs? Let us,
purcly for the sake of expository convenience, dcfine a crisis, in an ad-
hoc manner, as a ycar in which the rate of growth of output is less
than 1 per cent. We get five such years during the period under consid-
eration, viz., 1957/58, 1965/66, 1972/13, 1979/80, and 1991/92.

If we now make the periodisation as continuous but interrupted by
the crises, then we get six such periods. GDP growth rates along with
its sectoral disaggregations, are reporicd in Table 3, which underlines the
following interesting regularities.

Disregarding the crisis years, Indian economy has expcrienced a
steady growth. Morcover, the avcrage trend growth rate for all the nor-
mal periods are at least 4 per cent, thereby casling doubt about the icn-
ability of the proposition of the ‘Hindu rate of growih’. The growth rate
of industry for all the periods excceded that of scrvices. There has been
a distinct acceleration of the Indian economy in the post-liberalisation
years,

‘What is thc message then? Docs the recurrence of crisis indicate the
fact that the Indian growth is unsustainable? A detailed answer to this
question is bcyond the scope of the present paper. However, we venture
out some conjectures in this regard.

To do so, let us delve a litle into the anatomy of the crscs. Note
that the proximate rcason behind the first crisis (1957/58) was a balance
of payment problem. The sccond crisis (1965/66) was primarly characler-
ised by a severe drought, though was accompanicd by India-Pakistan war.
Both the 72/73 and 79/80 criscs were initially triggered off by oil



RESERVE BANK OF INDIA OCCASIONAL PAPERS

106

‘srenioe 01 I10J91 Aoyt sieak SISLO Ay} 10] ‘spuell Jedul-80] uo paseq ore spousd [ewirou Y1 I0) sdel Qimosd YL YA 0N

89 80 ¥ s 0's €0 Ly Lt 1 % cr- |ob 150D Jopdey 1e 4aD b
9¢ 6'¢ e §L T of §'e s I'v Y L't sadtalag WD 11t
1A 1’2 LL 1L 8y L€ oL 9f 1'6 8L (V4 2u9jd(] P uonensiuiupy qnd g1t
LE 43 9'¢ TE Ie o€ L'z (4 e T |TT aeisy B3y 6'¢
86 VLT 0¢l £e- | Al £9 v'6 i 4 L9 rer (sL JoueInsuf 3y suniueg g€
(43! 69 19 re €9 (%Y ¢S 9 '8 LI oL uonedlUNUILOYy [’
1T rr- L'E 9'8 00T 8L v'eT £L 4 00 |0T o3elng 9'¢
9L rs s 59 59 6 TS 6¢ L s loe uodsuel], YO §°E
9T 09 I'v sr €9 re (&Y 9L ¥'c I'0I |6'¢€ shem[iey p'€
o'yl 0Z €9 ¥ 69 £0 vy ri 6’9 VAT 3 4 siueIneisay ¥ SPRIOH €€
601 60 19 Tt 89 0 vy 90 6’9 cc |¢gs apel], Z'¢
Ly Fa¥4 9Y £¢- vL £z 9T L9 08 el oL uondINISUC) '
S'L 9y <9 01 Ls ¥4 €y 4 8s 2T Ty SadIALRS °E
€8 9'6 68 zI 9'6 Lt ¥'6 ror1 6Tl TSF |S8 K1ddng 1o 79 seD ‘AIIIRIF €7
Lol LE 'L ¢ £9 6'¢ oS 60 08 6f €9 Suumoejuuey T
66 L€ Le I ¥'S 6§ I'l &Il 9'L 9 L Sukuend ¥ SuUW 12
1ot 6'I- 9L [ s9 re 0's rz T8 | rr |19 Lusnpuj °z
TE ] Lo L i £0- 1T rri sz | 90 [S0 pauly Tt
8T 9z 3 ver- oty [ 'S s€l-| 07 'S 8¢ aimynoudy 1]
67 €T 't 8el- | 9¢ 0s- s orr- 0T S (vt pay % 2anjmoudy -
96/56 16/06 6L/3L UL S9/+9 L8198

OlLE6/T6| Z6/16 {O118/08) 08I6L |VYLIEL} £4/1ZL |©1 L9/99] 99/59 |01 6¢/8S| gsizs |0t 15/0s SpOLIa  \ $101905

(wnuuy Bd W) nJ)

SIB3X SISLID 3y} pue SpoMaJ [eulioN 3y} Joj SAJRY YIMOID :f djqeL




. GROWTH, SAVING AND INVESTMENT IN THE INDIAN ECONOMY 107

shocks. Nevertheless, the 1991/92 crisis was different in genre from the
earlicr crises. Though the proximate reason of the crisis can be sought in
the Iraqgi invasion of Kuwait — yect it was primarily marked by a sudden
fall in foreign exchange reserves. Joshi and Little (1994) have argued that
to a large extent this was a reflection of the fact that India failed to
leam any lesson from the earlier crises of oil price shocks. Thus, follow-
ing Joshi and Little (1994), one may classify the first four crises as pure
“exogenous” and the last onc as *“‘policy driven”.

Sectoral Composition of GDP
Industry-wise Decomposition

Ever since Kuzncts has published his famous 1955 paper, we know
" that thc development process of an economy is charactcrised by some
kind of structural transformation. His explanation runs primarily in tcrms
of labour migration from agriculture to industry. Similar, though not en-
tircly the same, insights can be found in Lewis model where the whole
dynamics of giowth is traced in tcrms of shifting labour from agriculture
to industry. In that light, purely in terms of sectoral shares, the industrial
sector has cxperienced a stcady increase from 15.1 per cent in the first
period to 25.4 per cent during the fourth period (Table 4). The mirror
image is reflected in the shares of GDP originating in agricultural sector.

Interestingly, dcspite its increasing share, the industrial sector is yet to
reach that of agriculture. This is, howcver, subjcct 10 our taxonomic
scheme where ‘construction’ has been included in the services scctor. If
we include ‘construction’ under the industrial sector then its share at 298
per cent of GDP marginally surpasses that of the agricultural sector at
28.8 per cent during the post-liberalisation period.

The services scctor, on the other hand, excceded the agricultural sec-
tor, in terms of its share of GDP since the mid-seventies, with a more
pronounced divergence during the post-liberalisation years. If there is one
scctor that can take the lion’s share of this divergence, it is ‘tradc’.
Though ‘public administration and dcfence’ has expericnced some spurt in
its share of GDP since the mid-seventies, it has been exceeded by the
share of rcal estate (at 5.7 per cent) during 76/77 - 91/92 and that of
‘banking and insurance’ (at 6.6 per cent) during the posi-liberalisation
years.

However, in India, the declining sharc of agriculture has not been

i
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accompanicd with the Kuznets’ hypothesis of a corresponding fall in
labour force engaged in agriculture. This has important implication for
agricultural productivity; as Kurien (1992) has apily noted, “the fact that
a sharp fall in the share of agriculture in national income in India is ac-
companicd by a fairly stable proportion in the labour force in that sector
shows that there has been a relative decline in productivity there” (p.342).

The above story about sectoral shares gets slightly altered if we con-
sider the scctor-wisc relative contribution to trend growth (Table 5).1°

For all the periods, the relative contribution of services scctor to the
aggregate trend GDP growth surpassed those of the other two sectors. It
is since thc mid-scventies that industry’s relative contribution to GDP
growth has exceeded that of agriculture. The carlicr statement about the
lack of primacy of ‘public administration and dcfence’, however, rcmains
unaltered. '

Ownership-wise Decomposition **

The emergence of a strong public scclor has been a conscious out-
come of the Indian planning process. There are various facets of the
importance of public scctor; this is reflected in the sharc of public scclor
in valuc added, cmployment, investment or saving. The perspective of
the presence of the public scctor, however, differs depending on which
cconomic variable onc is looking into. In this scction we will be con-
cerned with the contribution of public vis-g-vis private scctor solcly in
terms of GDP.

The contribution of the public scctor in the growth process of the
Indian cconomy has been a matter of intense public debate — positions
ofien varied diametrically depending on the ideology of the exponent.'?
Without going into the debate, we turn to the performance of public vis-
a-vis private scctor in terms of growth rate (Table 6). Sincc the data
basc for GDP originating in public and private scctor docs not exist car-
licr to the sixtics, as well as for latter ycars of the ninctics, in conso-
nancc with our earlicr scheme, we stick ourselves to the two-fold
periodisation, viz., (i) 1965/66 to 1975/16, and (i) 1976/77 to 1991/92."

The striking feature about the relative growth rates in the two periods
is inc ncar-constancy of (he public scctor’s growth rale, viz.,, 7.3 per cent
and 7.5 per cent in the two periods, respectively. On the contrary, the
performance of the private scctor, experiencing a trend growth rate of
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4.2 per cent in the sccond period as against 3.0 per cent in the first pe-
riod, has distinclly improved. Though in terms of the absolute number of
the growth ratc, public scctor dominaics cven now, it must be recognised
that as these arc calculated over low base, there would be an clement of
statistical illusion in the calculations. In terms of disaggregated perfor-
mance, the improvement in the ‘industries’ and ‘services’ sector for the
public scctor in the sccond period has been found to be statistically insig-
nificant, while for the private scctor, both industry and scrvices cxperi-
cnced a statistically significant incrcase in their growth rates.

What is then the upshot of the growth expericnce of the Indian
cconomy during this 46-ycar period? Broadly speaking, the stagnation of
the Indian growth scemed 0 have been over by the mid-scventics; never-
theless, the crisis of 1991/92 underlined the unsustainability and fragility
of a rather good growth performance of the cightics. The post-
liberatisation ycars have marked a distinct uptum of the growth trajectory.
The recovery of growth since the mid-scventics was almost entircly duc
to privatc scctor. Nevertheless, the growth story unfolded so far is about
the ‘what’ of it. Coming to ‘why’ of it, we nced to sec the rolc of sav-
ing and capital accumulation; to this wc now tum.

Section 1I
Mobilisation of Domestic Savings in the Indian Economy

Against the backdrop of the ‘devclopment doctrine’ of the fiftics, the
planners first assessed the prevailing low level of saving and investment
ralcs and then targeted to achicve a sclf-reliant cconomic growth by pos-
tulating sharp increase in domestic saving and investment ratcs. Have we
achicved the planned high saving and investment? More importantly, have
they led to higher growth? While the trends in saving and invcstment,
and answer 1o the first question arc discussed in scctions II and 1, the
answer to the sccond question i taken up in section IV.

Various Phases of the Long-Term Aggregate Saving Performance

Trends in the Overall Period: 1950/5] to 1995/96

Gross Domestic Saving (GDS) rate brokc out of a low ratc of 10.4
per cent of GDP in 1950/51 and witnessed an upward trend, albeit with
occasional oscillations, 10 19.0 per cent in 1975/76. A review of the first
tyvcnty-ﬁvc years makes it possible to discem two periods. During the
first period up to 1967/68, the financial infrastructure of the Indian
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economy was sct up by the Rescrve Bank and the Government of India.
The State Bank of India was brought under public sector, the insurance
companies got nationalised under the Life Insurance Corporation and pre-
mier financial institutions like the Unit Trust of India (UTI), the Indus-
trial Development Bank of India and the Agricultural Refinance and De-
velopment Corporation were established. During this phase of sciting up
of financial infrastructurc, a fillip to houschold financial saving was im-
parted. The nationalisation of fourtecn major commercial banks and ush-
cring in of Green Revolution more or less coincided with the second
period from 1968/69 to 1975/76. The financial infrastructure was ex-
panded and gearcd up to mobilisc potential savings from hitherto un-
tapped rural and scmi-urban arcas. The onsct of Green Revolution in-
crcascd rural saving propensity and this, coupled with the better accessi-
bility to banks, enabled channclising of saving in bank deposits. After the
mid-scventics, there was a sudden acceleration of the GDS rate to 23.2
per cent in 1978/79 auributable to some special factors, lcading some
commentators to cmt it as the ‘high saving phase’. Houschold saving im-
proved in tems of both financial and physical asscts. However, the GDS
ratc plunged to a low of 182 per cent in the mid-cightics. Subscquenty,
there was a stcady risc in the late cightics, followed by rebounding of
the GDS rale to the highest historical ratc of 25.6 per cent in 1995/96.
In this rccord-breaking phasc, the first two ycars witnessed posting of
high rates because of houschold financial saving, while in 1995/96 there
was a sharp risc in houschold physical saving.

A Periodisation Scheme

Bascd on the available narrative cvidence we adopt the following
periodisation scheme, which is different from our carlicr periodisation
scheme relating to the analysis of growth cxpcricnce.

(i) 1950151 to 1967/68 (Low Saving Phase): This was the pre-bank
nationalisation and pre-Green Revolution phase. With the sctting up of the
financial infrastructure, during this phase, there was some widening of the
menu of financial instruments for the houschold scctor. While the
organisation of the Lifc Insurance Corporation provided a fillip to con-
tractual savings, the UTI’s issuc of Units 1964 Scheme added another
financial instrument to the houschold menu. The houschold financial sav-
ing and public scctor saving rate increased during this period, while the
corporale saving rate stagnated. However, at the end of the period, saving
was still low at 13 per cent of GDP mainly duc to two factors. First,
the propensity to save in agriculture was comparatively low than in the
non-agriculture seclor during this period in contrast to the outcome in the
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following periods.’ Sccondly, there existed a comparatively high shaxfe of
agriculture in GDP during this. period than in the sgbsequent Qenods.
Both these facts implied that the scctor with lower savmg‘propensuy had
larger sharc of income, thereby depressing the overall saving rate. Thus,
the crucial issue was how to increase the rural propensity to save. This

problem was attacked in the next period.

(ii) 1968/69 to 1975176 (The Initial Years of Increasing Savings): The
nationalisation of fourtecen major commercial banks along with rapid
branch expansion, especially in unbanked rural and semi-urban areas and
the setting up of Regional Rural Banks initiated the process of stepping
up of houschold financial saving through bank deposits. The corporate
saving rate stagnatcd but the public saving rate improved. During this
phasc, the Green Revolution led to more skewed distribution of income
within agriculture and there was a relative upward movement of saving
propensity of agriculture vis-a-vis the non-agriculture sector leading to
narrowing of the differential of saving propensities between the two sec-
tors.!S This implied that even for the same share of agriculture in the
overall income in this period, the saving rate turned out to be higher
than it was in the first period. This phase thus witnessed a steady in-
crcase of GDS ratc from 12.8 per cent to 19.0 per cent.

(iii) 1976177 to 1979/80 (The High Saving Phase): The dramatic accel-
cration in saving in the late seventies was attributed to some special fac-
tors like the accretion of foreign exchange rescrves due to forcign inward
remittances, which expanded the bank deposits and the large public sector
food procurement, which injected currency in the cconomy. Further, the
cumulative impact of bank expansion of the earlicr period bolstered bank
deposits [Mujumdar, et.al (1980)]. Besides the improvement in the house-
hold financial saving, the houschold physical saving also showed an in-
crease [Working Group on Capital Formation and Saving in India (1982),
hereafter referred 10 as Raj Committee]. It showed that gross capital for-
mation rose after the mid-sixtics and especially in the late seventics, ow-
ing to the improvement in houschold capital formation or physical sav-
ings. This was attributed to the burgeoning of non-farm unincorporated
enterprise sector. In contrast to the carly scventies, there was widening of
saving differential between the agricultural and non-agricultural sectors.
Despite the increasing saving in the agricultural sector, the increase in
for?ign exchange remittances cnhanced savings very sharply in thc non-
agricultural scctor [Krishnamurthy and Saibaba (1981)].

(iv)‘ 1979180 to 1984185 (A Stagnation Phase); The stagnation phasc of
saving of the cighties was rcflected primarily in the decline in public
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sector, private corporate sector and household physical savings. Neverthe-
less, there was a rise in household financial savings. The decline in pub-
lic savings was attributed to poor performance of govemment non-statu-
tory corporations, mounting government employment and wage bill and
rising trend in government purchases of goods and services [Virmani
(1990)]. Nevertheless, as Ghosh (1990) has noted, the decline in house-
hold physical savings and a rise in houschold financial savings were con-
sidered a reflection of non-agricultural sectors providing greater quantum
of houschold savings. During the stagnation phase, the popular belief was
that the GDS rate suffcred because of low public saving rate and that
the aggregate rate could be enhanced, once the public sector saving rate
is raiscd. However, such a view neglects the inherent assumption of mu-
ual interdependcnce of private and public sector saving rates.'® In par-
ticular, Chakravarty (1990) pointed out that. the dampened saving impulse
was owing to the growth in consumcrism. He also pointed that the low
private corporate savings was due to the atypical behaviour of the Indian
corporate sector of relying more on borrowed funds as against owned
funds, thereby contradicting Kalecki’s theory of increasing risk. However,
the factor facilitating this behaviour nceds investigation as to ,whether it
was because of institutional factors or due to govemment policies of pre-
venting bankruptcy in the private scctor.

(v) 1985186 to 1992/93 (Recovery Phase): While the aspect of stagnating
savings during the cighties had attracted atlention, its recovery since the
mid-eightics is often misscd out. Introduction of early liberalisation mea-
sures imparted buoyancy to the capital markct. The new issucs market
responded favourably and there was widening of the mutual funds sector.
Thus, the initial years of this phase witnessed a steady recovery of the
GDS rate from 19.8 per cent in 1985/86 to 22.4 per cent in 1989/90,
mainly attributable 10 expansion of houschold investment in shares and
debentures. While the corporate saving raie also increased, the downward
drift in the public scctor saving rate continucd because of govemment
current expenditure growth in defence, intcrest payments and subsidics.
Thereafter there was peaking of GDS rate to 24.3 per cent in 1990/91
followed by a decline to 22.1 per cent in 1993/94 mainly on account of
volalility of houschold physical saving.” Further, as privale corporate in-
vestment rate also grew, no a priori rcason was adducible for the con-
trary behaviour of the unorganised scctor’s investment.'* The issuc has
been unresolved as the household physical saving rate sharply increased in
1990/91 but stceply fcll again. The -volatility of thc houschold investment
behaviour, thus has complicated the issuc.
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(vi) 1993/94 to 1995/96 (A New High or fln A?erration): Since the ffigh
saving phasc of the late scventics, this period witnessed for the first time
an acccleration in the saving rate. The rate, in fact, accclerated to new
peaks in 1994/95 and 1995/96. This followed an abrupt slowdown in the
ratc during the later ycais of the preceding period. The housch(?ld physi-
cal saving rale prevailed low amidst peaking of houschold financial saving
ratc in the first two ycars. However, there has again been an increasc in
houschold physical saving ratc in 1995/96, pointing out to the issuc of
volatility of houschold physical saving. Houschold financial saving ratc

dipped in 1995-96.

Basced on the above narrative evidence, we started with the premise
that insofar as saving is concemcd, the Indian cconomy cxpericnced struc-
tural breaks in the following years, viz., 1967/68, 1976/77, 1979/80,
1984/85 and 1992/93. As carlicr, to test the presence of these structural
breaks, we performed standard Chow test for different time periods with
a log-lincar time trend. This is donc both for absolutc saving magnitudes
as well as their ratcs with respect to GDP at current market prices,
along with their various scctoral counterparts. If we concentrate on the
structural breaks in the GDS rates, then excepting the beginning of the
high saving phase, i.c., 1976/77, all other breaks, chosen on a priori

grounds, get vindicated (Table 7).

How do we assess the overall domestic saving performance across
our six periods? This can be gauged in terms of three criteria viz., ‘trend
growth of saving’, ‘trend growth of saving ratc’ and ‘average saving
rate’. We have ranked these phascs separately according to these three
criteria (Table 8). If we only consider the criterion of ‘trend growth of
saving’, we find that the latest period (i.c., the ‘new high saving phase’
of the ninctics) ranks the first, followed by the ‘rccovery phasce’ and the
‘increasing saving phase’; the ‘high saving phasc’ ranks the fourth. If we
choosc the criterion of ‘trend growth of saving rate’, the last period
ranks the first; then follows the ‘increasing saving phase’ and the ‘high
saving phasc’ ranks third. Thirdly, by the criterion of ‘average saving
rate’, while the last period still ranks the first, the ‘high saving phasc’
rgnks the sccond. Three interesting regularitics emerge from this analysis.
First, the ninctics so far, has witnessed the best saving performance with
‘mc cconomy posting record high saving rate. Sccondly, though during the
h'lgh saving phase’ of the late seventics, high saving rate was achicved,
this was cssentially duc to transient factors and the high level was main-
taincd over the three year period without appreciable growth in saving.
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Thirdly, the ‘stagnation phase’ farcs poorly, regardless of the type of
criterion chosen.
Table 8:'/Performance of Different Phases of Saving

PERIOD Characteristic for Performance
Trend Growth of | Trend Growth of Average Saving
Saving@ Saving Rate# Rate
Per Cent Ranks | Per Cent Ranks | Per Cent Ranks

1. Low Saving Phase 10.6 VI 2.5 v 11.9 VI
(50/51 to 67/68)

2. Increasing Saving Phase 17.3 i 4.8 I 16.2 \'
(68/69 10 75/16)

3. High Saving Phasc 15.7 v 44 I 21.8 I
(76/17 10 78/19)

4. Stagnation Phase 10.8 . \' -3.7 VI 19.8 v
(79/80 1o 84/85)

5. Recovery Phase 19.0 1l 2.8 v 21.5 111
(85/86 10 92/93)

6. New High Saving Phase 22.7 I 53 I 24.5 I
(93/94 10 95/96)

@ Derived from a log-linear trend of the form, Ln (S) = a + bt, where S is the gross domestic
saving.
# Derived from a log-linear trend of the form, Ln (S/Y) = a + bt, where Y is GDP at current mar-
ket prices.

Sectoral Components of Gross Domestic Saving

A shamper cxamination of the trends in gross domestic saving would
require that analysis be made at a disaggregated scctoral level. This is
undertaken by using the traditional three-sector classification across the
houschold, private corporate and public sectors (Table 9). There is, how-
ever, no gainsaying of the possibility of intcr-scctoral transfers and mutual
relationships of diffcrent components of GDS.

Household Saving

'Household scctor has contributed the largest to the national pool of
savings with its share increasing from around 72 per cent in the first
four periods to around 79 per cent in the last two periods. Within the
household scctor, the share of houschold financial savings has consistently
increased from 28.6 per cent to 49.0 per cent over the first five periods
and then moved up to 55.7 per cent during 1993-94 - 1995-96, with a
per contra decline in houschold physical savings.'®
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Table 9: Nominal Gross Domestic Saving Rate and Its Components
(As Percentage of GDP at current market prices)

PERIOD 50/51 to | 68/69 to | 76717 1o | 79/80 to | 85/86 to |93/94 1o
67/68 7576 78119 84/85 92/93 95/96

1. Household Saving 8.4 11.7 158 143 17.1 19.2
(70.9) (72.2) 72.2) (72.2) (79.4) (78.5)

1.1 Household Financial Saving 2.5 3.6 6.1 6.5 8.4 107
(20.1) (22.1) (27.8) (33.1) (38.8) (43.8)

1.2 Houschold Physical Saving 6.0 8.1 9.7 1.8 8.8 85
(50.7) (50.1) (44.4) (39.1) (40.6) (34.6)

2. Private Corporate Saving 1.3 1.5 14 1.7 24 39
(10.7) 09.4) (6.6) (8.6) (10.9) (15.8)

3. Public Sector Saving 2.2 3.0 4.6 38 2.0 14
(18.4) (18.4) (212 (19.2) .7 (5.7

3.1 Public Authorities 1.8 2.0 a1 1.8 -1.1 -18
3.2 Non-Departmental Enterprises 0.4 1.0 1.5 2.0 3.1 32

4. Gross Domestic Saving 11.9 16.2 218 19.8 21.5 24,5

Note : Figures in brackets are percentage shares in gross domestic saving,

Three factors have contributed to this development. First, the rapid
branch expansion of commercial banks and sefting up of RRBs in the
post-bank nationalisation phase together with phcnomenal growth in finan-
cial institutions and mutual funds have resulted in a well differentiated
financial infrastructure and a wide spectrum of financial instruments. Sec-
ondly, the inherent indivisibilitics of physical capital prompts the house-
holds to save in the form of financial assets for a considerable period of
time till such savings are adequate for investment in the desired physical
asscts. ‘Third, the long-term motive of saving in financial asscts as a
regular source of income and the wide menu of financial assets suiting
the preference of different classes have encouraged financial savings.

Household Financial Savings: Instrument-wise pattern

Houschold sector enhanced its financial saving rate between periods
1950/51 — 1967/68 and 1993/94 — 1995/96, in tcrms of both non-con-
tractual assets and contractual assets (ie., life insurance funds and net
claims on government) with the former type displaying a sharper rise
than the latter. The non-contractual saving ratc more than doubled till the
1976/77 to 1978/79 period, owing to the expansion of bank deposits
while contractual saving rate also almost doubled up to the period 1968/
69 to 1975/76, owing to increase of provident and pension funds. Within
the houschold financial saving, if we ignoic the peaking of provident
funds in the sccond period, contractual savings have gamcred a share of
around 33 per cent of total net financial savings (Table 10).
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Table 10: Distribution of Household Financial Savings (net)
(Per cent)
Period 54/55 10 | 68/69 to | 76/17 10 |79/80 1o | 85/86 1o [93/94 10
67/68@ | 7516 | 78/19 | 84/85| 92/93 |  95/96
. Currency 25.3 22.4 19.2 17.3 14.3 15.1

18.2 27.2 42.6 315 24.9 31.8

1

2. Net Deposits

3. Shares and Debentures 129 4.9 33 56 14.4 11.1
4. Net Claims on Government 8.7 3.1 1.8 11.8 12.9 96
§, Life Insurance Funds 11.0 13.4 9.7 9.9 10.2 113
6. Provident & Pension Funds 239 35.1 23.3 24.0 23.3 21.1
7. Houschold Financial Saving (net) 100.0 100.0 100.0 100.0 100.0 100.0

Note: @ We have dropped the period, 1950/51 to 1953/54 to exclude outlier estimates in some of
the financial instruments.

Analysis of houschold non-contractual financial saving suggests a de-
cline in the proportion of the most liquid instrument iec., currency, a fall-
out of diversification of financial structure and households switching to
necw financial instruments including bank deposits in the post-
nationalisation phasc. The sharpest rise in non-contractual savings rate in
the late seventics was contributed by an increase witnessed across all the
constituent instruments, with the largest rise being in deposits due to the
special factors discussed above. As against the depressed capital market
conditions of the scventics, in the late eightics there was a widening and
decpening of capital market as also the emergence of a number of finan-
cial institutions and mutual funds. This encouraged switching of household
financial saving from bank deposits to shares and debentures and may
have led to financial disintermediation. Better retumns offered by the capi-
tal market both through direct investment in sharcs and dcbentures and
indirect investment in mutual funds provided a better hedge against infla-
tion. However, the gloomy capital market conditions in carly ninctics and
the dwindling position of mutual funds have again rcduced the share of
household financial savings in sharcs and debentures and increased the
shares of currency and bank deposits. Household savings in the fom of
nct claims on govemment, which had contributed the lowest share in the
non-contractual savings, improved its sharc in financial saving to around
12 per cent in the cightics, duc to the tax concessions offered on the
;umzlsl 2gavings schemes and the hike in interest rate of public provident

nds.
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Private Corporate Saving

Private corporate savings had stagnated over the first three periods of
our analysis but accclerated over the latier three periods. This stagnation
and the relative poor saving performance compared to household and
public sectors were attributable to the corporate sector being caught in a
low profitability cycle. The tendency on the part of the corporate sector
to rely more on borrowed funds and less on owned funds led to in-
creased interest outgo, resulting in poor saving performance of the sector.
Traditional industries like tea, jute, cotton textiles, cement and some other
units of enginecring became a drag on profitability,2! However, in the
liberalised environment of the eighties and the nineties, the corporate sav-
ing rate increased. A striking feature of this acceleration phase of the
private corporate saving has been a rise in the share of financial joint-
stock companies from 2.1 per cent in the period 1979/80 to 1984/85 to
10.6 per cent in the period 1993/94 to 1995/96. This has been the result
of the development of new financial institutions and mutual funds in the
private corporate sector. Private corporate sector saving rate crossed the
public sector saving rate for the first time in 1988/89 and has remained
higher ever since. In the liberalised environment, with increased internal
and foreign competition, as well as forcign direct investment in various
sectors, the profits of private corporate sector have registered a high
growth, leading to increascd saving.

Public Sector Saving

Contrary to thc private corporate savings behaviour, in the initial
phase public scctor saving rate exhibited two up-tums in the early halves
of sixtics as well as scventies. The first up-turn was attributable (o two
factors. First, the conventional remedial measures of controlling public
deficit were put in place as a rcsponse to double-digit inflation and an
initial balance of payment crisis in 1956/57. Secondly, govemment saving
increased due to increased tax efforts. However, as Joshi and Little
(1994) have pointed out, the drought and recession of the mid-sixties re-
sulted in a fall in tax revenue while e¢xpenditure cuts were directed to-
wards investment expenditure rather than current expenditure.

The sccond up-turn in the early seventics, notwithstanding oil shock,
was owing to current expenditurc cuts of govemment administration, re-
flecting on the increase in saving rate from 1.3 per cent of GDP in
1970/71 10 2.7 per cent of GDP in 1975/76. There was also a marginal
increase in the ratc of saving of statutory corporations. Thus, public
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sector saving could achieve its all time peak rate of 4.9 per cent of
GDP in 1976/77.

The public scctor saving rate has, however, declined thereafter. In the
latter half of seventies a public saving rate exceeding 4 per cent could
be sustaincd principally due to the increase in government revenue owing
to cconomic recovery from the oil shock (despite increasing govemment
expenditure) and ‘also because of higher savings in financial enterprises (a
fall-out of bank nationalisation). However, since 1983/84 the public sector
saving .ratc has bcen on a downward drift with the rate plunging to 2.0
per cent in 1988/89 and to 0.6 per cent in 1993/94. This has been
solely duc to the negative savings of government administration. Savings
of govemment administration deteriorated from (-)0.1 per cent of GDP in
1984/85 to (-)2.8 per cent of GDP in 199091 when the Indian economy
trundled to balance of payment crisis. Thereafter, a couple of years of
stabilisation mcasures halted the slide. But there was again a fiscal slip-
page in 1993/94 with the saving rate of government administration com-
ing down to (-)3.3 per cent of GDP. However, there has been some
stabilisation in the subsequent two years with the rate improving to (-)2.4
per cent of GDP in 1995/96. A number of factors have been responsible
for this dwindling govermment dissaving, the principal one being the in-
creascs in subsidics and interest payments due to rising debt. The only
silver lining in the public sector saving in the drift phase has been the
stcady incrcase in the saving rate of non-departmental enterprises from
1.4 per cent of GDP in 1977/78 to 3.3 per cent of GDP in 1995/96,
esscntially on account of the highly profitable oil sector.

Section III
Trends in capital formation

The Indian planners in the fifties recognised that the material shortage
of capital in relation to labour was the principal constraint to growth
process. It was envisioned that increased capital formation would usher in
a ‘yirtuous circle’ of growth through vertical interrelationships on the
basis of according primacy to heavy industry. In order to obviate the
structural limitations of converting saving to productive investment, the
modus operandi was an active state policy of investment.

'As per the current methodology, the cconomy-wide gross capital for-
mation (QCF) is cstimated independently across three types of asscts, viz.,
construction, machinery and cquipment, and change in stocks. However,
the estimates of capital formation of the public and private corporate
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sectors are directly obtained from the budgets and accounts. The excess
of GCF over the organised sector capital formation is treated as house-
hold capital formation and is set equal to household physical saving.
Thereafter, the aggregate saving (including foreign) is taken as the con-
trolling total to adjust the GCF estimates. The GCF, adjusted for crrors
and omissions, is termed as aggregate investment or gross domestic capi-
tal formation (GDCF). Despite this adjustment, the errors and omissions
associated with residual estimation of household physical saving do not
get weeded out. This remains one of the weakest points in the estimation
methodoiogy.?*

Long-term Trends in Capital Formation and its various Phases

For capital formation we follow the same periodisation that we have
adopted for saving. This is confirmed from the usual Chow test for both
levels and rates of capital formation in nominal terms (Table 11). How-
ever, in real terms there are some discrepancies in adopting this
periodisation. Morcover, the supposed break during the high saving phase
of the late eightics is not confimed for capital formation. Nevertheless,
for the sake of comparability we choose to stick to the earlier
periodisation.

Trends in the overall period (1950/51 to 1995/96)

A comparative analysis of aggregate investment (gross capital forma-
tion adjusted for errors and omissions) as well as gross capital formation
across the various periods, as presented in Table 12, brings to fore the
following features. First, there has been an increase in investment rate
over time although the tempo has dampened in the last three periods.
This resulted directly from the shift in emphasis of the plan objectives
from quantitative targeting of investment rate to the need for efficient use
of available investment. Rcorientation of the strategy was essential, as
commensurate growth had not fructified despite achievement of the envis-
aged high investment rates in the ‘high saving phase’. Secondly, there has
been a decline in the share of construction in gross capital formation and
a rise in machinery and equipment over the various phases. Thirdly,
while household and public sectors contributcd heavily to capital forma-
tion in the first three periods, private corporate investment has been rising
in the last three periods. The sctting up of infrastructure in the initial
phase facilitated corporate investment later. Finally, except for the ‘high
saving phasc’, domestic saving has been below the aggregate investment,
reflecting the need for inflow of forcign resources. However, for the rest
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of the period the nct capital inflow from abroad was required to sustain
the ifvestment levels, although the level was contained below 2.0 per
cent, barring the period, 1985/86 to 1992/93.

Table 12: Sector-wise and Asset-wise Distribution of Investment
(As percentage to GDP at current market prices)

Item/Period 50/51 10 | 68/69 10 | 7677 10 | 79/80 to| 85/86 to |93/94 to
67/68 75116 78119 84/85 92/93 95/96

1. Sector-wise GCF

Household 59 8.1 9.7 7.8 8.8 85

(43.4) 45.7) (46.2) (35.4)] (36.8) (35.3)
Private Corporate 24 2.6 2.0 4.0) 4.9 6.9
‘ (16.7) (14.3) ©.7D (18.2)] (20.8) (28.9)
Public Sector 5.8 72 9.3 10.2 10.1 8.5

(39.9) 40.0) (44.0) (46.3)] (42.4) (35.7)

2. Asset-wise GCF

Construction 7.8 8.9 10.1 9.9 10.6 10.0
(56.9) (50.5) (48.2) (45.0) (44.6) 42.1)

Machinery and Equipment 4.8 6.3 7.9 9.5 11.3 12.8
(33.5) (35.3) (37.8) (43.4)] 1.7 (53.6)

Change in Stocks 1.5 26 3.0 2.6 1.9 1.1
©.6 | 4| 40| are| @7 (4.3)

3. Gross Capital Formation 14.1 17.8 21.0 22.1 23.8 24.0
(GCF) (100.0) | (100.0) | (100.0) | (100.0)| (100.0) [ (100.0)
4. Investment (GDCF) 13.7 16.9 20.8 21.1 23.8 25.7
5. Domestic Saving— (-)1.8 (-)0.7 1.0 (=11} ()23 =11

Investment Gap

Note : Figures within brackets are percentages to Gross Capital Formation.

Period-Wise Features of Investment

(i) 1950/51 to 1967/68 (Period i). The greater part of the increase
in economy-wide capital formation in this period took place in the public
sector. However, the wars in the sixties necessitated stepping up of public
defence expenditure and there was a cut back of public investment. This,
coupled with increased rupee cost due to devaluation of rupee, depressed
the aggregate investment in the late sixties [(Joshi & Little, (1994)].
There was also a rise in saving-investment gaps, which peaked in
1957/58, culiminating into a balance of payments crisis. This was per-
haps a reflection of undercstimation of import content in the strategy of
heavy industrialisation that India has followed since the Second Plan.
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(ii) 1968169 to 1975/76 (Period II): During this geriod, the aggregate
investment rate increased owing to the public sector investment recovering
from the cut-backs in the late sixties and the expanding household invest-
ment. The saving-investment gap fell during the initial years till the first
oil shock, after which it rose but was contained within 1.0 per cent of
GDP. Finally, in 1975/76, the domestic saving rate exceeded investment

rate by 0.1 percentage point of GDP.

(iii) 1976177 to 1978/79 (Period iII): During the third period, the aggre-
gate investment ratc moved up from 19.7 per cent to a peak of 23.3 per
cent, principally duc to improvement in the private (both houschold and
corporatc) investment rate despite a decline in public investment rate. The
average rate of investment crossed the 20 per cent mark. As already
pointed out during the ‘high saving phase’, the domestic saving rate ex-
ceeded the investment rate for the first two years, owing to a dramatic
rise in foreign inward remittances.??

(iv) 1979/80 to 1984/85 (Period IV). In this downward drift period, the
aggregate investment rate continuously deteriorated till 1984/85. However,
the order of deterioration was lower than that experienced in the saving
rates, indicating increase in net inflows from abroad.

(v) 1985186 to 1992/93 (Period V). As the rate of net inflow from
abroad increased substantially and the GDS rate recovercd, the aggregate
investment rate showed a sharp rise to attain an overall peak ratc of
27.7 per cent in 1990/91. However, following the crisis in 1990/91, the
aggregate investment rate showed a decline owing to reductions in both
domestic saving and net inflows from abroad.

(vi) 1993/94 to 1995/96 (Period VI): There was again increase in the
aggregate investment raie in this phase, attributable to the record improve-
ment in domestic saving rates. Net foreign inflows also increased but
were below 2.0 per cent of GDP. A sudden spurt in the houschold in-
vestment rates in 1995/96 resulted in the peaking of the GCF rate at
26.2 per cent of GDP. However, unlike the other periods the private
corporate and household sector investment rates increased contemporane-
ously during this period.

Asset-wise Distribution of Gross Capital Formation

The asset-wise distribution of gross capital formation, presented in
Table 12, shows an increase in the share of machincry and cquipment



GROWTH, SAVING AND INVESTMENT IN THE INDIAN ECONOMY 127

over the successive periods to cross the fifty per cent mark. This indi-
cates that the focus on building up machinery and equipment was needed
to overcome a binding constraint to growth process. However, during the
first three periods, the increasing share of machinery and equipment was
contemporaneous with the enhancement of shares of inventories, reflecting
bulge in undesired investment. Consequently, the ultimate objective of
acceleration of growth rate could not be realised during the first three
periods, despite a rise in investment rates. However, in the latter three
periods, the situation reversed with shares of inventories falling and in-
vestment in machinery going up, enabling the achicvement of higher
growth.

Sectoral Distribution of Gross Capital Formation
Public Sector Capital Formation

Public sector was in charge of the ‘commanding-height’ of the indus-
‘trial sector, representing infrastructure, heavy industrics, and defence, and
requiring heavy dcses of investment. The public sector investment rate
broke out of a paltry 2.8 per cent of GDP in 1950/51 to attain the pcak
rate of 11.7 per cent in 1986/87. There was, however, an interim down-
ward drift, due to fiscal restrictions imposed to cope with the macro-eco-
nomic crisis of inflation and balance of payments caused by the drought
of the mid-sixtics [Joshi & Little (1994)]. The decline in foreign aid after
1966/67 also contributed to decreasing public investment rate. However,
the acceleration of the public investment rate from the late seventies t0 a
record rate in 1986/87 was atiributed to govemment’s response to the
sccond oil-shock by ‘cxpansionary adjustment’. This was intended to be
achieved, inter alia, through increased investment and reorienting invest-
ment for boosting oil production and removing infrastructural constraints.
The economy again faced two successive monsoon failures in 1986 and
1987 and the government had to resort to expenditure cuts that affected
capital formation. '

Despite slackening of public investment since 1986/87, the public
sector’s saving-investment gap has persistently increased over the years,
implying a higher pace of reduction in public scctor saving vis-d-vis its
investment. Based on their calculation of the risc in ‘long run sustainable
public sector deficit’, Joshi and Little (1994) showed that the public sec-
tor had crossed this limit in the cightics. The mounting foreign debt and
current account deficits eventuated the 1990/91 crisis.
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The assct-wisc pattem of public sector investment shows that the rate
of public investment in construction has always been greater tha.n @hat in
machinery and equipment, reflecting the accent placed on public invest-
ment in infrastructure. Notwithstanding this, the rate of investment in
machincry and equipment in the public sector has displayed a sharper
increase from 1.6 per cent of GDP to 4.1 per cent of GDP between the
periods 1950/51 to 1967/68 and 1993/94 to 1995/96 than the slower in-
creasc from 3.8 per cent of GDP w0 4.4 per cent in the case of con-
struction. The high level of inventories in the case of the public sector in
the mid-scventies was duc to high levels of food procurement and stocks

of foodgrains.
Private Corporate Investment

The private corporate investment has always had the lowest share in
aggregate investment. In the first three periods of our analysis, the private
corporatc investment  rate hovered around 2.0 per cent of GDP. However,
in the next three periods since the early eightics the private corporate
investment rate has accelerated to touch 6.9 per cent in 1993/94 to 1995/
96. The bulk of the corporate investment has always been in machinery
and cquipment and also it is the rate of investment in this form, which
has displaycd a sharper rise as against that in construction. The relative
stagnation of the private corporate sector saving rate and its delayed ac-
celeration has resulted in an increase in its saving-investment gap.

Household Sector Investment

The dynamics of household sector investment (which is its physical
saving) raie can be split into three phases. In the first phase, which ap-
proximately coincides with our first period, the rate had stagnaled at a
shade below 6.0 per cent of GDP. As described above, during this phase
the public sector investment had dominated.

In the next phase, during the late sixtics, and the early seventies, the
rate hovered around 8.0 per cent of GDP and was followed by a steady
climb to a peak rate of 10.6 per cent in 1978/79. The Raj Committee
had taken note of this uptrend in houschold investment and attributed it
to two factors. First, it cited the sharp increascs of income-tax assessee
registered firms as well as a rise in income tax quantum and the cn-
hanfzcmcnt of share of unincorporated enterprises in the total private fixed
capital as a major factor for the high growth of houschold investment
rate. These evidently indicated a substantial growth of unincorporated
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enterprises outside the farm sector. Secondly, larger quantities of
machinery and equipment were available in the scventies.

During the last three periods, since 1976/77, the houschold investment
rate has displayed a high degree of volatility, plunging from the pcak
rate of 10.6 per cent in 1978/79 to 6.0 per cent in 1984/85. Again it
peaked to a high rate of 11.2 per cent in 1990/91. After a plunge again,
it has again registered a high rate of 10.7 per cent of GDP in 1995/96.

Section IV
Is India characterised by High Saving/Investment and
Low Growth?

Is the growth rate of the Indian economy compatible with its sav-
ing rate? This has been a major concem for economists, since long. It
has often been pointed out that though the Indian saving rate is not com-
parable with the ‘East Asian tigers’, experiencing a 30 per cent plus sav-
ing rate, still a 20 per cent plus saving rate is on the high side, going
by the standard of other less devcloped countrics. Does such a rather
high saving rate of India get reflected in her growth rate? The issue is
important in the scnse that it throws light on the nature of relationship
between saving/investment and growth. In this context we will examine
the following thrce explanations.

Are there Estimational Errors in Saving and National Income in
India?

Rakshit (1982, 1983) pointed out to an in-built bias of estimation in
the official saving statistics as an explanation of the saving-investment
puzzle of the Indian economy. He found threc sources of such over-esti-
mation. First, the usc of commodity-flow method in investment in his
opinion, injccts an upward bias. This is due to the fact that the ratio of
labour intensive construction (i.e., kutcha) seems to have declined over the
years, which CSO failed 10 account for even in the early eighties. Sec-
ondly, in calculating houschold financial saving, the official statistics fails
to account for the ‘bunching’ cffect of intra-year fluctuations. Thirdly,
there is also an upward bias in the estimation of changes in stocks.
Based on some rough and rcady cstimates, his calculations point out to
an over-estimation of savings by 6.2 percentage points of NDP for
1980/81.
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Doubts have also often been raised about the veracity of capital for-
mation numbers compiled through the commodity flow method. Following
the Raj Commilice Report, it has bcen widely recognised that saving es-
timates arc more reliable than cstimates of capital formation. Thus, offi-
cial statistics puts the differcnce between ‘gross domestic capital forma-
tion’ (i.c., gross domestic savings + foreign savings), and ‘gross capital

formation' as ‘crrors and omissions’.

If onc takes the ‘errors and omissions’ as a percentage of GDP at
current market prices over the forty-six year period, an intercsting pattern
emerges. It is during the high saving phase of the late seventics that the
‘errors and omissions’ cxceeded one per cent of GDP.

It is not that the compiling agencics are unaware of these errors,
Both the Raj Commitice and the Expert Group on Saving and Capital
Fomation (Chairman: Professor Raja J. Chelliah, henceforth referred to as
Chclliah Committce), which submitied its report recently, rccognised vari-
ous sources of errors in estimating saving and capital formation in In-
dia.?* Nevertheless, so long as there is no systematic overestimation of
saving and capital formation in India, a partially faulty methodology can-
not bc an cxplanation of the phenomecnon of ‘high saving and low
growth’, In fact, on the contrary, one may point out that there are a
number of sources through which Indian saving numbers can be underes-
timated as well. As for example, Miihleisen (1997) finds household saving
for the post-liberalisation years to be underestimates due to non-inclusion
of some preferred assets like jewellery and gold. On the other hand,
Athukorala and Scn (1995) argue that houschold physical saving is likely
to be an underestimate during the nincties.

Another explanation of ‘high saving, low growth’ phenomenon is of-
fered in terms of underestimation of real growth of the Indian economy. It
pas been argued that since the growth of parallel economy gets unrecorded
in the official national income statistics, growth is undercstimated
[Chakravarty (1984), EPWRF (1996)]. However, there is a flaw in this
argument. In fact, to regard the non-inclusion of the parallel economy in
ofﬁcial statistics, as an explanation of the phenomenon of ‘low growth,
high saving’, as Bhagwati (1993) rightly observed, ““we would have to
assume _eithcr that the parallel economy’s income is unrecorded more rcla-
tive to its investment or that, if both are symmetrically unrecorded, the
productivity of investment in the parallel economy ¢xceeds that in the re-
corded legal, economy”* (p. 43). In fact, Bhagwali and Srinivasan (1984)
examincd this argument in quantitative terms and tried to measurc the
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extent of differential undeclared income and investment that is required for
explaining low growth. They found that such differentials have to be sub-
stantial for explaining low growth.

Thus, in retrospect it seems that while issues relating to estimational
errors in growth, saving and investment are important, they are unlikely
to offer a consistent cxplanation of the puzzle of high saving and low
growth,

What is the performance in the Indian Productivity Front?

In a Harrod-variety growth model, growth is conceptualised to be de-
pendent not only on savings but also on productivity of capital. Thus, a
possible explanation of this ‘high saving, low growth’ phenomenon can be in
terms of declining productivity in India, as Bhagwati (1993) succinclly puts
it, “...the weak growth performance reflects, not a disappointing saving per-
formance, but rather a disappointing productivity performance” (p. 40). The
standard measure of measuring productivity is through ‘total factor produc-
tivity growth’, but it is bcyond the ambit of the present paper.?’ Thus, to
gauge productivity performance of Indian economy within the domain of na-
tional income statistics, we turn to the intertemporal behaviour of three cru-
cial Harrodian parameters, viz., saving rate, growth ratc and incremental
capital-output ratio (ICOR). Since we have already discussed the first two
parameters, in this scction we focus our attention primarily on the third one,
viz., ICOR.

ICOR, as a physical concept, refers to the amount of capital required
to produce an additional unit of output and is normally measured by di-
viding the investment (I) made in a given period by the incremental out-
put (Y, — Y_) produced during the period.?¢?’ In the above fomulation,
there are two distinct sources of confusion of measuring ICOR. First,
considerable confusion exists as to what should be the proper definition
of Y, ie., at factor cost, or at market prices? Secondly, as incremental
GDP for some years are negative, to avoid negative values of ICOR one
uses estimated series of GDP. As regards the first confusion, it is widely
held that the use of GDP at factor cost “would render an upward bias
in the estimated ICORs” [Rangarajan and Kannan (1994), p.4]. However,
there are instances of calculating ICOR on the basis of GDP at factor
cost. Needless to say, the calculation of ICOR will vary depending on
the definition of GDP. In our calculation of ICOR, we have adopted
Rangarajan-Kannan (1994) method, whereby ICOR for cach year is cal-
culated as a ratio of investment (at constant prices) to increments in es-
timated rcal GDP at market prices.®
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How does Indian productivity fare in terms of intertemporal behaviour
of ICOR? In doing so, we adopt the four-period classification used for
discussing Indian growth cxpericnce. Intercstingly, even if the growth per-
formance within this four-period classification varies, savings experienced
a fairly sccular increasing trend. A mirror image of this variation in
growth and saving performance is reflected in the movements in ICOR,
Thus, during the period 1965/66 to 1975/76, even when saving rate in-
creased {rom 16.56 per cent to 19.94 per cent, growth suffered from
4.22 per cent to 3.52 per cent. This is reflected in the upward movement
in ICOR - from 3.92 to 5.66 (Table 13). Therc has been some improve-
ment in the saving ratc since the mid-seventics, with the improvement
being most pronounced during the post-reform period. Interestingly, the
ICOR during the post-reform period at 4.00, while being higher than that
prevailed during the early fiftics to the mid-sixties, was lower than that
in the second and third periods.

Table 13: Saving Rates, ICOR and Growth Rates of Real GDP
at Market Prices

Period Growth Rate@® Saving Rate# ICOR*

(Per cent) (Per cent)
Periodl  :  1951/5210 1964/65 4.22 16.56 3.92
Periodll : 196566 to 1975/76 3.52 19.94 5.66
Period Il :  1976/77 10 1991/92 5.05 22.62 4.48
Period IV :  1992/93 10 1995/96 6.67 26.71 4.00
Full Period:  1950/51 to 1995/96 4.12 20.11 4.88

@ Average of rcal GDP (at market prices) growth is on the basis of semi-log trend.

# Saving Rate is calculated as real gross domestic capital formation of a year as a percentage of GDP
al constant market prices of the preceding year (sce note 27); period averages are calculated as
geometsic means.

* IJCOR i§ calculated as per Rangamsjan-Kannan (1994) method; period averages are on the basis of
geometric means.

Some Explanations behind rising ICOR

Nevertheless, the notion of ICOR is at best a tautology. It has been
pointed out in Chakravarty (1984) long back, “..viewing the growth rate
as a product of the marginal capital-output ratio and the savings ratio is
fat best an cquilibrium relationship and often little more than an account-
ing framework. In cither case, it does not tell a causal story” (p. 847).
However, opinions regarding interpreting the movements in ICOR differ
and differ quite radically. A detailed examination of the views is beyond
the scope of the present paper. What follows below is a quick run-down
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of some dominant views. It may be noted that most of these interpreta-
tions have been offcred to explain the increasing ICOR during period II.

(i) There has been a tendency to overstate the increase in ICOR in the
late seventies due to usc of the ‘nominal’ instead of ‘real’ investment
series as evident in some studics [Rao (1983)]. The Raj Committee
pointed out that since the mid-seventies, the price-index of capital goods
had risen faster than the GDP dcflator. In real terms, therefore, a large
chunk of capital formation is eaten away. Since we have avoided cxag-
gerations by using ICOR based on real investment rate and computed the
average ICOR for a longer period I from 1976/77 to 1991/92 (thercby
reducing the impact of outlier phase of high saving of the late seventies),
our numbers are not subject to the limitations pointed out by the Raj
Committee. Admittedly, there was a rise in ICOR in period II, but it de-
clined in the subsequent pecriods.

(i) A number of authors have stressed the issue of demand constraints in
the Indian economy in this context. In particular, it has been argued that
deceleration in the rate of growth of public investment is the chief factor
behind a rising ICOR of the Indian economy. A capital-intensive agricul-
ture in the post-green revolution period, the increased cost of energy re-
lated investment, and dclays in the completion of projects have also been
pointed out in this context [Chakravarty (1984, 1987)).

(iii) Raj (1984), on a cross-country basis, argued that increases in ICOR
appeared to be intemationally quite comparable. He found that the rise in
ICORs had becn an almost universal phenomenon, which could be ration-
alised in terms of Lewisian proposition that the infrastructural capital
costs tended to be very high in pericds of urbanisation.

(iv) The dominant neo-classical view behind the rise in ICOR is India’s
falling productivity. We can do no bectter than to quote Bhagwati (1993),

“The main elements of India’s policy framework that stifled efficiency
and growth ... are easily defined. 1 would divide them into three
major groups:

1. extensive bureaucratic controls over production, investment,
and tradc;

2. inward-looking trade and forcign investment policies;

3. a substantial public sector, going well beyond the conventional
confincs of public utilities and infrastructure.



134 RESERVE BANK OF INDIA OCCASIONAL PAPERS

The former two adversely affected the private sector’s efficiency. The
last, with the inefficient functioning of public sector enterprises, addi-
tionally impaired the public sector enterprises’. contribution to the
economy. Together, the three sets of policy decisions broadly set strict
limits to what India could get out of its investment” (pp. 46-47).

Does Growth cause Saving or Saving cause Growth?

Although we did not specify, the discussion so far is couched in
terms of an implicit notion that more saving generates more growth. This
is, afier all, consistent with the predictions of both Solowian as well as
cndogenous growth model. In the former, higher saving lcads to higher
per capita income in steady state and higher growth rate in the transi-
tional trajectory [e.g., Solow (1956)], while in the latter, higher saving
leads to a permanently higher rate of growth [e.g., Romer (1987)]. Nev-
ertheless, if higher saving does not matter per se for growth, then we
may get an explanation for the Indian puzzle of ‘high saving and low
growth'. It is to this that we devote our attention in the present

subsection.

Causality between Growth and Savings: Some Recent Results

Recently, in a path breaking paper, Carroll and Weil (1994) arrived
at quite a startling result on the relationship between saving and growth.
Using two separate data scts, one with a subset of Summers and Heston
(1991)’s Mark 5 data sct comprising 64 countries, and the other with 22
OECD ocountries for the period 1960 - 1987, they arrived at two basic
results, viz., (i) growth Granger-causes saving with a positive sign; (ii)
saving docs not Granger-cause growth; even the insignificant causation
from saving to growth is with a negative sign,

In other words, while growth encourages saving, if there is any im-
pact of saving to growth, it is adverse. Apart from the fact that the
Carroll-Weil results are counter-intuitive, the direction of causation is not
gnly important for comprehension of growth process but also for policy

esign. .

The Carrol-Weil results have been extended to different countrics.?
For India too Balakrishnan (1996), and Miihlcisen (1997) got similar re-
sults. Miihleisen (1997) ran Granger causalily tests between growth on
the one hand, and total, private and public saving on the other. His re-
su'lts indicate that while causality from saving to growth is consistently
rejected, causality from growth to saving is accepted.
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Causality between Growth and Savings: Indian Evidence

The above line of research can be seen from two angles. First, this
may be interpreied in line with the evidence that direct measures to boost
saving are rarcly effective, and policies to0 encourage saving should take
the indirect path to enhance growth.® However, there could be a second
line of reasoning, perhaps too literal, that may emerge from the Carroll-
Weil results, namely that saving does not matter for growth. While ap-
preciating the first approach, we have serious rescrvation about the sec-
ond interpretation. To do so we checked the Granger causality results
between saving and growth for India.

As a first step, we tried to generate a series of real saving and in-
vestment. Though rcal investment numbers, at least in its aggregate form,
are available from official sources, data on rcal saving are absent for
India. While an ideal method would be to use instrument-specific
deflators, we have generated real saving serics by using the GDCF
deflators; an alternative real saving series have been derived through the
use of GDP deflators.® On the other hand, investment is derived by us-
ing GCF deflator.”

For ensuring stationarity in the data serics, we checked Dickey-Fuller
(DF) and Augmented Dickey-Fuller (ADF) statistics, both for levels and
first differences (not reported). All the saving/investment variables, as well
as real GDP, are found to be stationary in their first differences.

The Granger causality results for the first differenced variables are
reported in Table 14. The causality dircctions arc almost uniformly from
growth to saving, with non-significant causality from saving to growth.
Furthermore, as in Carroll-Weil (1996), we too found a ncgative impact
from growth to saving.

How far thesc results are robust? Considering the fact that as a
technique Granger causality is archaic and ncglects any cross-feedback,
we checked the pattern of impulse responses within the framework of a
two variable vector autorcgression (VAR), involving first difference of real
GDP (AY), and real saving (AS) or real investment ((AI), along with its
various sectoral brcak ups. The impulse responses of a unit standard
deviation shocks in AS or AI on AY, and in AY on AS or Al are given
in Table 15. A look at it makes it clear that any shock in saving influ-
ences the Output positively, and thus, it is not adverse in nature.®® We do
not claim that these evidences arc extremely definitive in nature, however,
the point to be noted in this connection is that deciding the direction of
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causation solcly based on Granger causality, which are atheorctical in na-
ture, is cssentially premature. To sum up, while we accept that the claim
that gencrating growth is perhaps the best incentive for saving, saving

matters for growth too.
Table 14: Causality between Savings, Investment and Growth

Variable/Causality Causality from growth { Causality from Saving/

to Saving/Investment Investment to Growth

Granger's F | p-values| Granger’s F | p-values

1. Real Saving (Deflated by GDCF Deflator) 6.3443 0.016 0.0067 0.936
Privatc 6.3496 0.016 0.0028 0.957

a) Houschold 5.9541 0.019 0.4371 0.512

b) Corporate 25.3560 0.000 6.9538 0.012
Public 1.6077 0.212 0.0032 0.955

2. Rcal Saving (Dellated by GDP Deflator) 8.9089 0.005 0.5219 0.474
Private 8.4699 0.006 0.3259 0.571

a) Houschold 7.9945 0.007 1.4868 0.230

b) Corporate 31.4263 0.000 6.3790 0.016
Public 13345 0.255 0.0375 0.847
3. Real Investment (GCF) 13.8601 0.001 0.7809 6.382
Private 7.1852 0.011 0.0008 0.993

a) Houschold 2.1052 0.154 0.7190 0.401
b) Corporate 6.5999 0.014 1.3101 0.259
Public 9.5808 0.004 4.5070 0.040

Note : (1) All the variables arc in first differences. (2) Granger causality regressions uniformly take one lag.

Table 15: Impulse Responses of a shock in Saving/Investment and Output

(Rs. Crore)
LAGS 1: VAR1 2 : VAR2 3 : VAR
{with AS and AY) (with AS and AY) (with Al and AY)
Impulse | Impulse Impuilse | Impulse of | Impulse of | Impulse of
of GDP |of Saving of GDP | Saving on GDP on | Investment
on Saving | on GDP [on Saving GDP | Investment on GDP
1 — 2952.2 — 3188.0 — 2465.8
2 1031.9 | 1449.0 1084.2 1287.8 1634.1 716.6
3 507.1 725.3 536.5 574.1 272.0 4772
4 253.8 363.0 2440 2586 282.4 183.4
5 127.0 181.6 110.1 116.6 86.5 99.8
Note : (1} Impulse responses are based on Choleski Decomposition of the variance covariance matrix
of the ermor vector of the VAR process.
(2) All the variables are in first differences.
(3) While Saving for VAR is deflated by GDCF deflator, that in VAR is deflated by GDP deflator.
{4} All the VAR processes have been estimated uniformly with one lag,
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Section V
Conclusion

It is rather difficult to tie up the story of India’s growth, saving and
capital formation over the forty-six year period. We have not considered
a number of important issues which have a bearing both on normative
and prescriptive aspects of Indian economy in her limited sphere of these
three economic variables. Nevertheless, at the risk of broad generalisations
we venture the following observations.

First, the growth experience of Indian economy has been beset with a
number of crises. While disregarding the crisis years, it is shown that
Indian growth has followed rather a smooth upward trajectory. One may,
therefore, justifiably question the extent of sustainability of such a growth
process. There has been a distinct jump in India’s growth since the eary
nineties. Nevertheless, if one views the crisis of 1991/92 as ‘policy-
driven’, then a definitive answer to the nature of this high growth path
in terms of sustainability requires to be explored, which is beyond the
domain of the present paper.

Secondly, ex post, the phasing of saving and capital formation of the
cconomy matched reasonably well, with the nincties ushering in a new
era. However, it is premature to decide whether it is a permanent feature
or a ‘mere blip in the screen’.

Thirdly, we found a reasonably close comespondence (not necessarily
a one-to-one variety), between the growth experience of the economy on
the one hand, and saving and capital formation on the other.

Fourthly, in resolving the riddie of ‘iow growth and high saving/capi-
tal formation’, we found that productivity performance of the Indian
economy has not been a satisfying one.

Filthly, as a possible clue to the above riddle we found that the per-
formance of the Indian public sector has been rather poor in terms of its
contribution to both growth and saving. Its impressive growth on the in-
vestment front has hinted indirectly to the adverse sustainability of the
growth process.

Finally, in the policy area, the impact of growth to saving has been
“found 10 be more prominent than that of saving to- growth and calls for
breaking the bottlenccks to growth in order to get rid of the savings con-
Straint.
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Notes

I

8.

We are not considering the pre-plan three-ycar period 1947/48 to 1949/50. For this
and for a discussion on the macro-aggregates for pre-independent India, see

Mukherjec (1970).

The basic sources of all the data reported both in the tables and the text are the
various issucs of National Accounts Statistics, New Delhi: Central Statistical

Organisation (CSO).

Throughout the paper investment and capital formation are used interchangeably.

Sce for example, Rao (1983), Raj (1984), Bardhan (1984), Chakravarty (1987),

. Nagraj (1990), Bhargava and Joshi (1990), Joshi and Little (1994), and Daita Roy

Choudhury (1995), among others.

Scc Nagraj (1990), and Bhargava and Joshi (1990) for alternative periodisation of
India’s growth expericnce.

A detailed discussion of the literature and issues on industrial deccleration is be-
yond the scope of the present paper; for opinions, counter-opinions, their empirical
verification and a synthesis sec Ahluwalia (1985).

The coefficients of dummy variables, with t-statistics in brackets are as follows,

Intercept Dummies for Slope Dummics for
Period I | Period 11 |Period Il | Period 1} Period II {Period HI
1. GDP from Agriculiure 0.1494 { -0.0311} -0.0315{ -0.0032} 0.0022{ 0.0001
& Allied 0.17) (0.04) (0.04) (0.16) ©.11) (0.01)
2. GDP from Industry 1.7191 | 2.0816; 1.4954 | -0.0304| -0.0551{ -0.0335
2.78) (3.35) (241 (2.16) (3.88) (2.39)
3. GDP from Services 1.0249 | 1.2081] 0.6797 | -0.0253} -0.0353| -0.0160
(2.29) (2.68) (1.51) (2.48) (3.42) (1.58)
4. GDP . 1.1265| 1.1478] 0.7669 | -0.0273| -0.0309 -0.0179
(2.15) (2.18) (1.45) (2.29) 2.56) (1.51)

We have also tried CUSUM and CUSUM squared plots for the log-lincar trend
cquations, for all the twenty variables considered in Table 1. These plots failed to
help in deciding any economically meaningful choice of sub-periods. Considering
the fact that these are merely trend equations for estimating growth rates, and
have no explanatory content, this is not an uncxpected outcome.

. As for example, if the whole period is taken to be [0, T], and we are interested

to detect three breaks at t, L,, and t;, then we can either do it over [0, T] or
over [0, t], It, + 1, t.], and [t, + 1, T], respectively, for structural brecaks at t,
Ly anq t,, respectively. Of course, ty 4, and t, arc o be determined via sequential
searching through a variable Chow test.

Our methodology of calculating sector-wise relative contribution to GDP growth rate
ngcds some explanation. Strictly speaking if Y,(i) is the ith sector’s output at pe-
riod t, then, aggregate GDP (Y) is simply,



11.

12.

13,

14,

15.

16.

17.

18.

19.
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n
Y, =% Y, Q.
i=1
Denoting g* as the growth rate (x=Y, Y(i)), it can be shown that,

(0]
g|Y = Z — gly .
=1~ Y

t-1

However, following Chakravarty (1987), we have deviated from this method
slightly, and each sectors relative contribution to growth is given by its trend
growth rate relative to trend GDP growth rate, weighted by its share in GDP in
the current period (as against last period). Thus, the sum may not add up to 100.

As the data basc for disaggregation of GDP into private and public scctor did not
exist prior to the sixties, the time span for this subsection is 1965/66 to 1990/91.
However, as the industry-wise decomposition of GDP from the private sector is not
reported in the official statistics, following Bhargava and Joshi (1990), this is de-
rived from indusiry-wise classification of overall GDP and public secior GDP,

As for example, see the two consecutive chapters on Indian public sector by
Ahluwalia, and Bagchi in Byres (1997).

While we have essentially followed Bhargava and Joshi (1990)°s methodology, the
petiodisation differs.

Sec Chakravarly (1973) and Krishnamurthy and Saibaba (1981).

This is clearly reflected in Krishnamurthy and Saibaba (1981), who postulated
real saving (s) function of the following form:

C YdPﬂ
s -Bn+}7.+(B, B")YP ,
where s, B, B, Y, (Y, PY/YP, Y and C are real saving ratc, marginal propens?ty
to save in non-agriculural, and that in agricultural sector, real NNP, per capita
real NNP and share of agriculture in current national income, respectively. With
(B, - B,) being negative, a higher share of agriculture in income meant a lower
real saving rate.

See for example Chakravarty (1990) and Shetty (1990a).
Athukorala and Scn (1995) discussed this issue in detail.

It is often alleged that due to its residual nature, houschold physical saving is
overestimated. However, it was contradicted by Athukorala and Sen (199.5)- who
argued that aggregate capital formation is underestimated in its com{nod.uy flow
measurement, as jt does not capture the ongoing informalisation of Indian industry.

Nevertheless, it needs to be noted that definitionally ‘household’ sector is rather a
catch-all residual entity, comprising such heterogeneous entities like pure house-
holds, unincorporated enterprises, and non-profit organisations; se¢ CSO (1989).
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Since, Houschold scctor physical savings is the same as houschold investment, this
is discussed in section 4.

Sce Sheity (1990a).
See for details the Raj Committee Report (1982).

However, Shetty and Menon (1980) noted that as these higher remittances were
not invested productively, commensurate growth did not fructify.

Consider, for example the following statements from Chelliah Committee Report,
viz,, (i) “....notwithstanding the fact that the private corporate sector is organised,
estimates of this scctor are subject to errors”(p 6); (i) “The estimates for the
houschold sector are worked out on the basis of the available data from various
censuses, sample surveys, rescarch studies and assumed relationship. The estimates,
therefore, would have cmors™ (p. 6); (iii) “... the estimation of Kuicha construction
of houschold sector is based on obsolete datafinformation from distant NSS results,

and is, therefore, weak™ (p. 7).

There is a considerable literature on sectoral estimates of total factor productivity
growth (TFPG) in India. Ahluwalia (1991) is perhaps the most detailed study in
this regard. Taking the overall period to be 1960-1985 and segregating it over
various time periods and industries her major conclusions are as follows: (i) Indian
cconomy has experienced a decline in productivity over the period 1959/60 to
1979/80; (ii) therc has been a turnaround in productivity during the eighties;
(iii) consumer goods scctors (both durable and non-durable) were the leaders in the
turnaround in productivity growth; (iv) pattern of growth within the manufacturing
sector was no more distorted in favour of consumer durable during the first half
of cightics than in the f{irst half of sixtics. A notable exception to this view is
Goldar (1986), who, on the basis of a translog production function, found that In-
dian Jarge scale registered manufacturing experienced a positive TFPG. His calcu-
lations for small-scale manufacturing also indicated similar results.

A basic limitation of this approach is that the very working out of ICOR ignores
the effect of other factors of production on output; for details see Rangarajan and
Kannan (1994),

I“Jote thaft, in discrete time, the physical definition of ICOR (v®), and the defini-
tion derived from Harrodian growth equation, g = s/v¥, are not equivalent, as
shown below, :

# oS S, /Y I, Y Y
v T e— L ! = ! Y 23 Y - e | . i
8 U, -Y N, O, -Y.,) Y, Y Y, However, if the savi

mg. or investment propensity is expressed as percentage of output of the previous
period (so that s = S / Y,,)s then the two definitions are equivalent.

Besides this, we got at least two other methods of calculating ICOR, viz., World
Bank Method (in which ICOR is calculated by dividing ‘real investment as a
share of real GDP at factor cost’ by ‘corresponding rate of growth of real GDP at
facto.r cost’), dnd Planning Commission Method (in which ICOR is derived by cal-
culating the ratio of investment rate (i.e, investment as a ratio of investment of a
year with GDP at market prices of the same year) to the growth rate of GDP at
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market prices); see for details Rangarajan and Kannan (1993), and Planning Com-
mission (1996).

29, See Gavin, Hausmann and Talvi (1997) for an extension of Carroll-Weil results in
Latin American case.

30. See for example, Schmidi-Hebbel and Webb (1992) and Carroll and Weil (1994).
31. See Shetty (1990b) for an alternative derivation of real saving series.

32. While aggregate, as well secloral (i.e, for houschold, public and private corporate),
GCF is available both at curmrent and 80/81 prices from 1980/81, prior 10 that, es-
timates for only the aggregate GCF exist. Thus, our real investment (together with
its sectoral decomposition) are official statistics for post 80/81 period, but for 50/
51 to 79/80, while aggregate GCF are based on official numbers, sectoral GCF is
derived by deflating nominal sectoral GCF by aggregate GCF deflator,

33. In fact, corresponding to 10 saving and 5 investment variables, we generated 30
impulse responses, out of ‘which only three are reported in the text. The impact on
AY from a unit s.a shock of sectoral saving | investment have also been found to
be positive.
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