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Dynamics of Financial Globalization and 
Growth: Some Evidence from Emerging 

Market Economies

Harendra Kumar Behera and Rajiv Ranjan*
 This paper empirically examines neoclassical prediction of fi nancial globalization 
impact on growth in emerging market economies. Unlike other studies to use fi ve year 
average to capture business cycles, the paper uses annual data for 27 countries for the period 
1980 through 2007 to capture time series properties of the data. Using panel cointegration 
tests, the study found a long-run relationship between per capita income and fi nancial 
globalization. The long-run coeffi cient of fi nancial globalization impact on per capita GDP 
was estimated using panel FOLS and DOLS and found to be positive. The results remained 
unchanged controlling for trade openness. 

JEL Classifi cation :  F36, C33, C22

Keywords :  Financial Globalization, panel FMOLS, panel DOLS, panel 
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Introduction

 Finance does matter for economic growth and therefore opening 
up of the economy to receive fi nancial fl ows by a resource scarce 
country. Capital account liberalisation has a number of benefi ts in 
terms of development of institutions, fi lling-up the resource gap 
and ultimately growth of the economy. On the other hand, the more 
fi nancially integrated economy requires insurance to protect against 
the risks stemming from such fi nancial openness. Many researchers 
have also found that opening up of a country is associated with 
likelihood of happening a crisis. Further, the way the current global 
fi nancial crisis turned out has brought to the forefront the important 
role that fi nance play, reminding the costs and benefi ts associated 
with fi nancial globalization.

* Authors are Research Offi cer and Director, respectively, in the Department of 
Economic Analysis and Policy, Reserve Bank of India. The views expressed in this 
paper are those of the authors and not of the institution to which they belong.
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 The phenomenon of large capital fl ows led by cross border trade of 
fi nancial assets is not new to the emerging market economies (EMEs). 
The early wave of fi nancial globalization traced back to a century old 
where the exchange rate system was fi xed1. Integration was high in 
1870–1914, declined sharply through the Great Depression and World 
War II, and subsequently recovered – gradually during the following 
two decades, and more rapidly beginning in the 1970s (Obstfeld and 
Taylor, 2004). The beginning of the twenty fi rst century witnessed 
the level of integration that had experienced during 1870–1914. The 
new phase of fi nancial globalization began with improvements in 
information technology and the removal of barriers to the free fl ow 
of capital across countries in the mid-1980s.

 The recent episodes of capital fl ows to the EMEs have been 
debated because of their abrupt movement and resultant impact on 
asset prices and exchange rates, and ultimately the impact transmitted 
to the real sector of the economy. It is also argued by critics of fi nancial 
globalization that international capital mobility may increase the 
probability of fi nancial crisis (Reinhart and Reinhart, 2008). Financial 
globalization carries some degree of risk as evidenced from fi nancial 
crisis in Asia and Russia in 1997-98, Brazil in 1999, Ecuador in 
2000, Turkey and Argentina in 2001, and Uruguay in 2002. However, 
as Schmukler (2004) argued, crises were not just due to fi nancial 
globalization. According to him, evidence suggests that crises are 
complex and have been a recurrent feature of fi nancial markets for a 
long time, both in periods of economic integration and disintegration. 
The root cause of almost all the crisis could be attributed to the problem 
of information asymmetries rather than fi nancial globalization itself. 
The net benefi t of fi nancial openness is large if it is managed well. The 
management is important because fi nancial globalization is likely to 
deepen over time, led by its potential benefi ts. While the theoretical 
benefi ts of fi nancial integration essentially presume a perfect market 
condition, the real world fi nancial system operates through imperfect 
environment. It is, therefore, more important to know the costs and 
benefi ts associated with fi nancial globalization. The large capital 
infl ows (outfl ows) make the job of the policy makers of EMEs 
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complex as they could deter also the expected benefi ts of fi nancial 
globalization. Looking at the above issues, the time has come to 
examine whether capital account openness is benefi cial for a country.

 During the last few years, the EMEs experienced both large capital 
infl ows and capital outfl ows2. Concomitantly, the emerging countries 
have also passed through phases of higher growth trajectory along 
with large reserve accumulation. The large reserve accumulations 
have helped these countries to sustain the adverse impact of the 
global crisis without having much damage. High growth in the EMEs 
also helped in taking strong policy decisions to further develop 
these economies. Besides, the EMEs, who had experienced larger 
capital fl ows in recent decades, were remained resilient during the 
crisis period. Although there are signs of positive effect of fi nancial 
globalization on growth, empirical studies hard to fi nd any such 
impacts. With this background, the paper is attempting to empirically 
examine the relationship between economic growth and fi nancial 
globalization in EMEs. The following section provides the theoretical 
and empirical issues associated with the fi nancial globalization and 
growth nexus. Section III of the paper traces the episodes of economic 
growth and the nature of capital fl ows to EMEs. A discussion about 
sources of data, different variables and methodology used in the 
study is presented in Section IV. Section V examines the empirical 
relationship between capital account openness and growth in EMEs 
and concluding observations are list out in fi nal Section.

Section II
Theoretical and Empirical Issues in Financial Globalization

 It is widely accepted in the theory that capital account liberalization 
has many positive effects, viz. capital account liberalization increases 
economic growth, encourages fi nancial development and portfolio 
diversifi caion. The neoclassical growth model suggests about a positive 
impact of capital account liberalization on growth through a more 
effi cient international allocation of resources. Resources fl ow from 
capital-abundant developed countries, where the return to capital is 
low, to capital-scarce developing countries where the return to capital 
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is high3. The fl ow of resources into the developing countries reduces 
their cost of capital, triggering a temporary increase in investment and 
growth that permanently raises their standard of living (Henry, 2007). 
Financial globalization can play an important role in encouraging 
development of institutions so that fi nancial markets can effectively 
perform the crucial function of getting capital to its most productive 
uses which is key to generating growth and reducing poverty (Mishkin, 
2005). The other view provided by some economists that removing one 
distortion – restrictions to capital movement – in the presence of other 
distortions that often exist in emerging markets- may not necessarily 
enhance welfare (e.g. Newbery and Stiglitz, 1989; Stiglitz, 2008). The 
later view gained relevance after occurrence of a couple of crises in the 
1990s and the recent global fi nancial crisis. Whereas the theory stands 
strong on positive growth impact of capital account liberalization, a 
number of cross-country literature on fi nancial globalization hardly 
found any such positive impact on growth.

 Though there is broad consensus about the relationship between 
fi nancial globalization and economic growth, confl icts do exist while 
it is examined in practice. Financial globalization or capital fl ows and 
economic growth nexus has spurred volumes of empirical studies on 
both cross country and individual country cases. One of the earliest 
well known works by Rodrik (1998) shows that there is no evidence 
of positive impact of capital account liberalization on growth. On 
the contrary, another much cited paper by Quinn (1997) using IMF’s 
Annual Report on Exchange Rate Arrangements to measure fi nancial 
liberalization fi nds a positive relationship between the decline in 
restrictions to the capital account and growth. Thereafter many works 
based on Quinn’s measure of fi nancial globalization or with some 
refi nement to that measure fi nd mixed results while examining the 
relationship with growth.

 The empirical literature on fi nancial globalization and growth 
linkage is still to be corroborated as a little robust evidence exists in 
the context of the growth benefi ts of capital account liberalization. 
However, a number of recent papers in the fi nance literature report 
that equity market liberalizations do signifi cantly boost growth. Thus, 
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the empirical literature on overall impact of fi nancial globalization is 
at best ambiguous. Surveying a large number of studies, Eichengreen 
(2001) concluded that the fi ndings in literature are ambiguous 
on the evidence that liberalization has any impact on growth. In a 
comprehensive survey of research on fi nancial globalization, Kose, 
et al (2006) reported that the majority of these studies, however, tend 
to fi nd no effect or at best a mixed effect for developing countries. 
The apparent absence of robust evidence of a link between fi nancial 
globalization and economic growth may not be surprising, in light of 
the well-known diffi culties involved in fi nding robust determinants 
of economic growth in cross country or panel regressions. Critically 
examining the empirical studies on fi nancial globalization, Henry 
(2007) strongly pointed out that the failure of existing studies to 
detect a positive impact of fi nancial globalization on growth as the 
studies look for permanent growth effects whereas in the neoclassical 
growth model permanent decreases in the cost of capital and hence 
increase in the ratio of investment to GDP only have a temporary 
effect on growth. The model makes no predictions about the 
correlation between capital account openness and long-run growth 
rates across countries, and certainly does not suggest the causal link 
needed to justify cross-sectional regressions. What the neoclassical 
model predicts is that liberalizing the capital account of a capital-
poor country will temporarily increase the growth rate of its GDP per 
capita and thus, permanently increase the level of GDP per capita.

 Neoclassical growth models with well defi ned steady states expect 
a long-run relationship between the levels of output and investment. 
Further, the model including only the growth rate of GDP excludes 
the neoclassical growth models by assumption, instead of including 
these models in conjunction with endogenous growth models 
(Hansen and Rand, 2005). Therefore, we have considered level of 
per capita GDP and fi nancial globalization (net capital fl ows to GDP 
ratio) in our empirical model instead of GDP growth. As reported 
by Behera (2008), this relationship is parallel with the relationship 
between GDP (or GDP per capita) and domestic investment4. It may 
also be possible that economies do not converge to steady states (e.g. 



6 RESERVE BANK OF INDIA OCCASIONAL PAPERS

AK-type models of growth) or foreign investment has an impact on 
total productivity so that a rise in the fi nancial globalization leads to 
permanent movements in the steady states.

 Since earlier studies considered growth rates of GDP or per 
capita GDP to study the relationship between fi nancial globalization 
and economic growth failed to examine the timeseries property of 
the data in levels. Using GDP per capita instead of growth rate of 
the same, we have advantage of studying both the long-run and 
short-run relationship along with cross-sectional impact in our 
study. Along with large cross-sections, long-timeseries data have the 
benefi t of examining the dynamic link between fi nancial openness 
and economic growth by using recently developed panel techniques, 
viz. panel cointegration tests, and fully modifi ed OLS (FMOLS) and 
dynamic OLS (DOLS) techniques.

Section III
Stylized Facts of Capital Flows and Growth in EMEs

 With the increase in total net capital infl ows to the EMEs, the 
net private capital fl ows have become dominant during the 1990s and 
2000s (Figure 1)5. Direct investment component of private capital 
infl ows continued to remain large and stable over the years despite 
the crises in different phases refl ecting the long-term interest of the 
investors in EMEs. In the 1970s and 1980s, private capital fl ows 
to EMEs were concentrated in Latin America. During the last one 
and half decades, the emerging Asia and emerging Europe became 
important destinations for private fi nancial fl ows.

 In the early 1980s, with sharp decline in commodity prices, 
international interest rates rose to unprecedented levels, and economic 
activity in industrialized countries slumped. This pushed many EMEs 
into fi nancial diffi culties. Starting with Mexico in August 1982, a 
number of Latin American nations announced moratoriums on their 
sovereign obligations. As a result of the above, the net private capital 
infl ows to EMEs turned negative in 1984. However, introduction of 
several lending plans by the International Monetary Fund (IMF) and 
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development banks, led to increase both offi cial and bank loan fl ows 
to EMEs during the 1980s. The Brady Plan of 1989 allowed countries 
experiencing debt crises to restructure their debt by converting existing 
bank loans into collateralised bonds at a signifi cant discount or at 
below market interest rates. Financial fl ows to EMEs resumed quickly 
following the Brady exchanges in the early 1990s. A notable feature 
of this period was the surge in the fl ow of capital to EMEs in Asia, 
notwithstanding the high domestic savings rates (Perrault, 2002).

 As against offi cial capital dominated regime, the 1990s saw 
a shift to non-debt-creating forms of capital infl ows, and direct 
investment became the principal source of new capital available to 
EMEs. Importantly, direct investment has remained strong even in 
the aftermath of the crises in EMEs during 1997-1998. In contrast, 
the EMEs started exporting other types of capital fl ows, particularly 
interbank lending and portfolio fl ows.

 During the 2000s, the emerging Asia and emerging Europe 
are the dominants in receiving the largest amount of private capital 
fl ows (Table 1). Furthermore, among the emerging countries, some 
countries tend to receive large amounts of infl ows while other 
countries receive little foreign capital. As a consequence, the share 
of fl ows dedicated to relatively low- and middle-income emerging 
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countries has decreased over time. This pattern is important to be 
noted because if countries benefi t from foreign capital, only a small 
group of countries are the ones benefi ting the most. The unequal 
distribution of capital fl ows is consistent with the fact that the income 
among developing countries is diverging although the causality is 
diffi cult to determine (Schmukler, 2004).

 Another notable feature of emerging market economies is that 
the current account balance became positive since 2000 as against 
net defi cits during the 1980s and 1990s (Figure 2). Furthermore, net 

Table 1: Net Private Capital Flows to EMEs by Region
(US $ billion)

Item 2003 2004 2005 2006 2007 2008 2009f
1  2 3 4 5 6 7 8

Private Capital Flows to EMEs 225.1 318.5 521..0 564.9 887.8 392.2 140.5
         Latin America 30.7 29.0 72.3 51.5 173.7 88.5 62.6
         Emerging Europe 66.2 113.7 204.3 226.3 382.6 213.9 -32.8
         Africa/Middle East 5.2 10.3 26.1 28.3 35.6 31.0 23.0
         Emerging Asia 123.0*  165.5* 218.3 258.9 295.9 58.8 87.7

f = forecasted; *: includes pacifi c region also.
Note : Data are collected from various issues of IIF Report on ‘Capital Flows to Emerging 

Market Economies’ and therefore, the actual revised data for 2003-2006 may be 
different from what is reported here.

Source : Institute of International Finance.
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private capital fl ows remained buoyant during mid-1990s and 2000s 
maintaining a high growth momentum. The net infl ow came down 
signifi cantly in 2008, especially in the later half of the year, refl ecting 
risk aversion of the investors due to global crisis that started with the 
US sub-prime debacle in August 2007.

 With the increase in capital fl ows, particularly private capital 
fl ows, the growth of EMEs has increased substantially signaling 
about the positive relationship between fi nancial openness and 
economic growth. As can be observed from Figure 3, GDP growth 
rates were high during mid-1990s and in the current 21st century 
when the capital fl ows to EMEs were signifi cantly large. However, 
both the capital infl ows and growth were lower in 2008 mainly due 
to global economic and fi nancial crisis.

 Though it is true that GDP growth remained high during the phases 
of heavy capital fl ows, it is not clear whether capital infl ows increased 
growth in EMEs. Findings of many studies show that capital infl ows used 
to be high during the phases of high economic growth and they are pro-
cyclical in nature. It has been justifi ed that capital account liberalization 
by fulfi lling the investment demand in capital poor countries enhances 
economic benefi ts. However, a converse can be observed from Figure 4 
that EMEs have higher saving rates than investment rates during 2000s. 



10 RESERVE BANK OF INDIA OCCASIONAL PAPERS

The same can be confi rmed from the positive current account balance 
refl ecting net exporter of capital. Therefore, the immediate question is 
whether the EMEs need capital infl ows at all and if they require, how 
effective is capital fl ows for them in achieving their goals. As mentioned 
above, it may be possible that higher growth in the EMEs attracting 
capital fl ows. However, as can be observed from a scattered regression 
plot for select 27 emerging countries given in Figure 5 that there is 
a positive relationship between per capita GDP growth and fi nancial 
openness6. It may be possible that productivity growth led by fi nancial 
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globalization has been impacting GDP growth. Thus, it is relevant to 
study the relationship between capital fl ows and economic growth in 
EMEs. To examine this issue we tried to study the long-run linkages of 
fi nancial openness and per capita GDP.

Section IV 
Data and Methodology

 Financial Globalization or fi nancial openness (FINOP) in this 
study is measured as the net capital fl ows to GDP ratio7. The net 
fl ows are net of fi nancial account excluding offi cial reserves, i.e. 
the credit less debit of fi nancial account of balance of payments of 
the emerging market countries. The choice of the data period for 
the empirical analysis is based on the availability of data on net 
capital fl ows, i.e. for the period 1980 through 2007. Per capital GDP 
(PGDP) used in the study is calculated taking real PDGP growth 
rates and GDP for 1980 dividing total population in that year. Other 
variable used in the paper is trade openness (TROP) measured as the 
sum of merchandised exports and imports as a share of GDP. Net 
capital fl ow, exports and imports data are collected from Balance of 
Payment Statistics of IMF CD-ROM and the GDP, per capita GDP 
growth rates, population data are taken from World Bank online 
database. The choice of countries in the EMEs is based on the MSCI 
classifi cation of emerging market economies plus Saudi Arabia. The 
data used in the study are for 27 countries8 for the period 1980-2007 
resulting total 756 observations. L is pre-added when the variables 
are in natural log forms, e.g. LPGDP for log of PGDP.

Methodology

Model:

 We have used standard neo-classical growth model where the 
output per capita (Y) is a function of capital per labour (K) in Cobb-
Douglas form:

  (1)
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 where A0 is the initial stock of knowledge. In a standard Solow 
model, total factor productivity (TFP) is autonomous, in the long-
run, steady state growth equals g. The alternative specifi cations, 
where TFP is assumed to dependent on FINOP i.e., g = g(FINOP) in 
a linear form, as follows.

  (2)

Taking log in both sides:

  (3)

 where ; and yt and kt are logarithm of Yt and Kt.

 In the equation (3) output per capita increases with the increase 
in fi nancial globalization and increase in capital-labour ratio over 
time.

 We have estimated a simplifi ed version of equation (3) and 
considered the panel method with cross section (i=1,2 …27) and time 
period (t=1,2 …28) dimension:

  (4)

Econometric Framework9:

 Like timeseries data, the panel data with longer time dimension 
needs to qualify for the stationarity tests. The recently developed 
panel-based unit root tests by Levin, Lin and Chu (2002), Breitung 
(2002), Maddala and Wu (1999), Hadri (1999), and Im, Pesaran 
and Shin (2003) are similar to tests carried out on a single series. 
Interestingly, these investigators have shown that panel unit root tests 
are more powerful (less likely to commit a Type II error) than unit 
root tests applied to individual series because the information in the 
time series is enhanced by that contained in the cross-section data. 
We have applied all the above mentioned unit root tests to examine 
the stationarity of the panel data used in the study.

 Recently developed panel cointegration techniques, viz. Pedroni 
cointegration test (1999 and 2004), Kao cointegration test (1999) and 
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Maddala and Wu cointegration test (1999) were applied to test the 
long-run relationship between variables in above equation (4).

Section V
Empirical Analysis:

 To test the stationarity of the variables, the panel unit root tests 
conducted in level as well as with fi rst difference and the results are 
reported in Table 2. The results show that the variables LPGDP and 
TROP are I(1) in levels and I(0) in fi rst differences. LPGDP is non-
stationary at level as both LLC and IPS tests could not reject the null 
hypothesis of having a unit root and Hadri test rejects the null of not 
having a unit root. In case of trade openness (TROP), LLC, Breitung, 
IPS and MW statistics confi rmed that the null of having a unit root 
could not be rejected; and null of no unit root in the data were rejected 
as the Hadri Z statistics rejects the null hypothesis. In contrast, 
except Hadri test, all the tests show that FINOP is stationary at level. 
However, all the variables are stationary at the fi rst difference.

Table 2: Results of Panel Unit Root Tests
 Level

Variables LLC Breit IPS MW HD

LPGDP 2.73 -2.36* 8.06 24.12 16.36*
FINOP -2.08* -5.32* -4.85* 130.83* 5.18*
TROP 4.09 0.79 3.69 34.54 13.53*

 First Difference

 LLC Breit IPS MW HD

LPGDP -11.23* -7.90* -11.80* 234.84* 5.02
FINOP -21.30* -12.24* -23.38* 486.56* 1.96
TROP -14.58* -8.51* -15.64* 322.09* 3.99

*: indicates signifi cant at 5 per cent level for rejecting the null hypothesis of nonstationarity 
(LLC, Breitung, IPS) or stationarity (Hadri).

Note : (1) LLC: Levin, Lin & Chu;    Breit: Breitung;   IPS: Im, Pesaran and Shin; 
MW: Maddala and Wu; HD: Hadri.

 (2) The statistics are asymptotically distributed as standard normal with a left hand 
side rejection area, except on the  Hadri test, which is right sided. 

 (3)  Lags for conducting unit roots are selected through Schwarz criteria.
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 To confi rm the order of integration of the variable FINOP, 
we have also conducted intermediate ADF unit root tests for each 
cross-section as can be generated from IPS tests. The test results 
are presented in Table 3. The results witnessing unit roots in several 
country cases and average t-statistics is insignifi cant indicating 
to have a unit root in FINOP in level. Therefore, we assume that 
FINOP is an I(1) process. Thus, the evidence suggests that the 
variables in question do evolve as non-stationary processes and the 
application of OLS (or GLS) to the equation (4) will result in biased 
and inconsistent estimates. Therefore, it is necessary to turn to panel 
cointegration techniques to examine the existence of a long-run 
equilibrium relationship among the non-stationary variables in level 
form.

 We proceed to check for cointegration between the variables 
in equations (4), and also including another variable trade openness 
(TROP) in that equation through the tests proposed by Pedroni 
(1999 & 2004), Kao (1999) and Maddala and Wu (1999). Pedroni 
cointegration tests have four panel statistics and three group panel 
statistics. In the case of Pedroni’s panel statistics, the fi rst-order 
autoregressive term is assumed to be the same across all the cross 
sections (within cross sections), while in the case of group panel 
statistics the parameter is allowed to vary over the cross sections 
(between cross sections). On the contrary, Kao’s test assumes 
homogeneous cointegrating vectors and autoregressive coeffi cients. 
The results of Pedroni and Kao cointegration tests are reported in 
Table 4. The results in Table 4 show that the null of no cointegration 
is rejected as all test statistics are signifi cant. All the four panel 
test and three group test – statistics are signifi cant suggesting that 
there is a cointegrating relationship between per capita GDP and 
fi nancial openness both in within the cross-section and between 
cross-sections. When trade openness included in the equation, the 
result remained unchanged. Similarly, the ADF t-statistic from Kao’s 
cointegration test shows that there is a long-run relationship between 
per capita GDP and fi nancial liberalization with the rejection of null 
of no cointegration. Inclusion of trade openness, in fact, increases the 
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Table 3: Results of ADF Tests for FINOP
Cross-sections t-Stat Prob. Lag Obs

Argentina -2.73** 0.08 0 27
Brazil -3.59* 0.02 6 21
Chile -1.89 0.33 1 26
China -2.82** 0.07 0 25
Colombia -2.90** 0.06 3 24
Czech Republic -2.49 0.14 0 14
Egypt -3.59* 0.01 0 27
Hungary -0.61 0.85 4 21
India 1.86 1.00 2 25
Indonesia -1.78 0.38 0 26
Iran -4.27* 0.00 0 27
Israel -1.52 0.51 1 26
Jordan -3.28* 0.03 0 27
Korea -4.31* 0.00 6 21
Malaysia -1.80 0.37 0 27
Mexico -2.61** 0.10 0 27
Morocco -2.93** 0.06 0 27
Pakistan -2.22 0.20 1 26
Peru -3.26* 0.03 0 27
Philippines -2.62** 0.10 0 27
Poland -3.98* 0.01 0 27
Russian Federation -2.47 0.14 0 15
Saudi Arabia -1.20 0.66 1 26
South Africa -0.83 0.79 4 18
Thailand -2.39 0.16 1 26
Tunisia -4.03* 0.01 3 24
Turkey 0.66 0.99 2 25
Average -2.36 0.26   

*: indicates signifi cant at 5 per cent level for rejecting the null hypothesis of nonstationarity. 

signifi cance of t-values indicating a relationship among per capita 
GDP, fi nancial openness and trade openness.

 The study also employed a Johansen cointegration test using the 
methodology proposed by Maddala and Wu (1999). Using Fisher-
type test, Maddala and Wu proposed an alternative approach to 
test cointegration in panel data by combining tests from individual 
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cross-sections to obtain at test statistic for the full panel. The result 
of Madala and Wu cointegration test using an underlying Johansen 
methodology are provided in Table 5. The results corroborated our 
earlier fi ndings by confi rming at least one cointegrating vector exists 
between the PGDP and FINOP as both the trace and maximum-eigen 
test statistics are signifi cant at 1 per cent level.

Panel DOLS and FMOLS Estimates

 Having established that there is a cointegrating relationship exists 
between the variables, the long-run estimates of the equation (4) can 
be obtained using fully modifi ed ordinary least square (FMOLS) and 
dynamic ordinary least square (DOLS). In order to estimate long run 
coeffi cients of the cointegration relationship (g2), we use FMOLS and 

Table 4: Panel Cointegration Test Results
 Relationship between  Relationship between
 LPGDP & FINOP LPGDP,  FINOP& TROP

Pedroni Test Statistics  
Panel -Statistic 6.22* (0.00) -3.02* (0.00)
Panel ρ-Statistic 5.40* (0.00) 4.67* (0.00)
Panel t –Statistic (non-parametric) 2.08* (0.05) 2.58* (0.01)
Panel t-Statistic (parametric) 9.23* (0.00) 5.23* (0.00)
Group ρ-Statistic 6.39* (0.00) 6.22* (0.00)
Group t-Statistic (non-parametric) 2.56* (0.02) 2.65* (0.01)
Group t-Statistic (parametric) 8.92* (0.00) 8.63* (0.00)

Kao’s ADF Test Statistics 1.28** (0.10) -1.74* (0.04)

*: Signifi cant at 5 per cent level;   **: Signifi cant at 10 per cent level
Figures in parentheses are p-values.

Table 5: Panel MW- Johansen Cointegration Test Results
 Null Alternative λtrace λmax

 r = 0 r ≥ 1 133.80* (0.00) 115.00* (0.00)
 r = 1 r ≥ 2  63.56   (0.18)  63.56  (0.18)

*: indicates signifi cant at 1 per cent level.
Figures in brackets are probability values computed using asymptotic Chi-square distribution.
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DOLS between-dimension approach proposed by Pedroni (2001) as 
the conventional OLS estimator is a biased and inconsistent estimator 
when applied to cointegrated variables10. The FMOLS estimator 
not only generates consistent estimates of the β (g2 in our study) 
parameters in small sample (in our case 27 years), but it controls for 
the likely endogeneity of the regressors and serial correlation. Further, 
an important advantage of the between-dimension estimators is that 
the form in which the data are pooled allows for greater fl exibility in 
the presence of heterogeneous cointegrating vectors.

 The results of DOLS and FMOLS regression estimates for 
individual countries are reported in Table 6 and 7. The estimation 
is also conducted to capture common shocks through common 
time dummies11. As can be observed from the Table 6, FMOLS and 
DOLS estimates are signifi cant for most of the countries. Further, 
the coeffi cients of the FINOP are signifi cantly positive for many 
countries and signifi cantly negative for only few countries. With 
capturing common shocks to the countries, the results remained 
almost indifferent.

 Table 7 provides slope coeffi cients of FINOP controlling for trade 
openness (TROP). It is interesting to observe that the coeffi cients of 
FINOP for many countries turned positive. Further, the signifi cance 
level of few countries, which were earlier less, has increased now. The 
coeffi cients of TROP are positively signifi cant for most of the countries.

  The results for panel Group-Mean DOLS and FMOLS with and 
without common time dummies are reported in Table 8. Further, the 
results are also reported in Panel B controlling for trade openness. In 
all the cases, the cointegrating coeffi cient, i.e. the coeffi cient of the 
FINOP is signifi cantly different from zero. The coeffi cients of TROP 
are also signifi cantly positive as expected in the theory that trade 
openness has positive impact on growth. In Panel A, the coeffi cient 
of FINOP is signifi cant and positive both including common time 
dummies and without including common time dummies. Further, 
magnitude of the coeffi cients though varied with dummies and without 
dummies, it remained more stable in case of FMOLS. The results in 
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Panel B are different from that in Panel A. Without time dummies, 
the DOLS estimates of FINOP coeffi cient is positive while FMOLS 
estimates of the FINOP coeffi cient is negative. Capturing the impact 
of common shocks to the countries in the panel through common 
dummies, the DOLS coeffi cient of FINOP remained unchanged but 
signifi cant level has increased. The FMOLS coeffi cient of FINOP 
turned positive and signifi cant level is also higher than that in the 

Table 6: Results of Panel DOLS and FMOLS Estimates
(Dependent Variable: LPGDP, Independent Variable: FINOP)

 Without Time Dummies With Common Time Dummies

Country DOLS FMOLS DOLS FMOLS 

  FINOP t-statistic FINOP t-statistic FINOP t-statistic FINOP t-statistic

Argentina 0.27 -1.77** 0.32 -2.06** 1.17 0.34 0.75 -0.80
Brazil -0.47 -3.52* -0.43 -4.12* -0.77 -3.34* -0.52 -3.35*

Chile -3.94 -7.52* -2.92 -6.85* -3.33 -7.49* -1.55 -5.39*

China 5.99 0.93 5.33 1.17 8.08 3.06** 6.31 2.67**

Colombia 0.28 -0.82 0.30 -1.03 -1.22 -5.81* -0.86 -5.65*

Czech Republic -1.40 -2.70* -0.87 -3.96* -0.08 -13.04* -0.02 -16.05*

Egypt -1.31 -3.90* -0.74 -4.08* -0.11 -6.38* -0.18 -10.26*

Hungary 1.23 0.40 0.74 -0.68 -0.05 -3.65* -0.06 -5.44*

India 17.90 5.73* 7.38 4.05* 2.33 2.37** 2.16 2.61**

Indonesia -2.41 -4.27* -2.36 -4.76* -1.59 -4.64* -1.34 -4.90*

Iran -0.68 -2.23** -0.52 -2.69* -0.46 -3.71* -0.33 -4.09*

Israel -0.98 -3.96* -1.02 -5.50* 0.24 -4.41* 0.21 -4.97*

Jordan -0.48 -7.99* -0.22 -8.95* -0.39 -3.49* -0.29 -5.54*

Korea 0.34 -0.32 -0.98 -1.10 1.99 0.77 0.73 -0.20
Malaysia -1.16 -4.76* -1.06 -5.59* -0.57 -4.39* -0.49 -5.56*

Mexico 0.24 -1.26 0.06 -2.37** -0.56 -3.33* 0.06 -2.40**

Morocco -1.39 -4.17* -1.21 -4.62* 0.04 -5.35* 0.01 -7.74*

Pakistan -1.39 -2.44** -0.39 -1.60 1.23 0.31 0.21 -2.38*

Peru -0.66 -3.14* -0.50 -3.47* 0.89 -0.10 0.03 -1.59
Philippines -0.34 -4.17* -0.29 -4.36* 0.10 -2.00** 0.27 -1.85**

Poland 3.20 2.58* 1.97 1.47 1.17 1.39 0.98 -0.17
Russia 1.31 0.30 0.80 -0.32 1.24 0.64 0.47 -1.49
Saudi Arabia -0.10 -19.86* -0.12 -9.92* 0.30 -6.02* 0.23 -3.74*

South Africa 0.53 -1.44 0.48 -2.01** -1.28 -8.46* -1.23 -7.67*

Thailand -1.11 -2.94* -0.88 -2.81* -0.46 -2.33* -0.28 -2.40*

Tunisia -0.10 -0.61 -0.29 -1.09 1.22 0.74 0.83 -0.66
Turkey 2.53 1.17 2.41 1.97** -0.09 -3.32* 0.08 -4.00*

*, **: Signifi cant at 5% and 10% level, respectively.      
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Table 7: Results of Panel DOLS and FMOLS Estimates
(Dependent Variable: LPGDP, Independent Variable: FINOP and TROP)

 Without Time Dummies With Common Time Dummies

 DOLS FMOLS DOLS FMOLS

Country FINOP t-stat TROP t-stat FINOP t-stat TROP t-stat FINOP t-stat TROP t-stat FINOP t-stat TROP t-stat

Argentina 1.63 3.85** 0.59 -8.41* 1.11 0.58 0.52 -6.50* 1.85 1.58 0.29 -2.51* 0.90 -0.30 0.13 -3.60*

Brazil -0.77 -4.60* 0.24 -5.20* -0.61 -4.54* 0.22 -4.73* -0.32 -6.48* 0.43 -13.47* -0.28 -5.76* 0.42 -10.68*

Chile -6.34 -4.19* -0.90 -2.57* -1.53 -3.02* 0.73 -0.67 -2.22 -7.88* -0.70 -11.03* -1.32 -5.82* -0.58 -6.34*

China 0.80 -0.11 1.83 3.59* -0.02 -0.77 1.72 4.35* 5.47 1.87 2.22 1.27 3.40 1.13 1.80 0.98
Colombia 0.98 -0.07 1.09 0.79 0.79 -0.89 1.11 1.05 -0.23 -4.29* 0.46 -6.39* -0.15 -4.42* 0.39 -7.22*

Czech
Republic -0.72 -22.96* 0.28 -120.38* -0.20 -8.90* 0.28 -27.90* -0.18 -137.30* 0.05 -432.57* -0.02 -21.53* 0.04 -62.74*

Egypt 0.86 -0.08 -0.08 -3.41* -0.81 -4.10* 0.20 -4.39* -0.23 -7.50* -0.12 -39.67* -0.08 -14.36* -0.14 -41.83*

Hungary -0.10 -3.10* 0.29 -19.70* 0.02 -4.35* 0.26 -18.41* -0.58 -10.16* 0.21 -24.96* -0.32 -7.23* 0.15 -17.31*

India 2.13 0.39 2.04 4.11* -0.73 -1.81** 2.05 4.85* 0.43 -0.94 -1.03 -7.47* 0.92 -0.17 -0.82 -7.04*

Indonesia 2.43 0.81 1.51 1.03 -0.93 -1.58 0.49 -1.48 -2.14 -6.52* -0.34 -9.43* -1.63 -5.70* -0.25 -9.95*

Iran -1.52 -4.10* 0.61 -2.15** -0.86 -3.99* 0.52 -3.02* -0.52 -3.62* -0.12 -6.63* -0.30 -4.01* -0.11 -7.85*

Israel -1.09 -3.15* -0.29 -2.63* -0.96 -4.95* -0.08 -4.08* 0.25 -4.70* -0.09 -25.64* 0.27 -4.70* -0.09 -19.41*

Jordan -0.61 -8.64* 0.11 -9.17* -0.30 -9.42* 0.13 -10.13* -0.71 -3.61* 0.33 -2.01** -0.37 -5.42* 0.16 -3.71*

Korea 0.28 -0.65 0.65 -0.97 -0.78 -1.04 0.64 -0.60 -0.28 -2.01** -1.43 -12.47* -0.71 -2.72** -1.52 -12.76*

Malaysia 0.19 -7.58* 0.37 -35.15* 0.08 -6.78* 0.36 -22.14* 0.47 -9.74* 0.29 -72.75* 0.30 -7.02* 0.27 -31.00*

Mexico 0.01 -4.25* 0.29 -20.90* 0.29 -2.62* 0.27 -12.22* -0.16 -1.66 -0.30 -6.49* 0.04 -2.64* -0.27 -9.89*

Morocco -0.73 -4.99* 0.75 -2.22** -0.67 -7.30* 0.83 -1.61 0.03 -4.72* 0.13 -10.65* 0.06 -8.06* 0.13 -13.36*

Pakistan -0.16 -0.74 1.07 0.05 -0.43 -1.97** 1.74 1.23 0.52 -0.70 0.06 -16.44* 0.14 -2.54* 0.04 -13.06*

Peru -0.22 -4.23* 0.86 -1.12 -0.38 -4.29* 0.68 -2.12* -0.19 -1.98** 0.67 -2.85* -0.33 -3.36* 0.68 -2.05**

Philippines 0.25 -3.34* 0.12 -39.50* 0.12 -3.84* 0.12 -26.49* 0.91 -0.28 -0.23 -36.76* 0.44 -1.87** -0.19 -23.81*

Poland 1.47 2.05** 0.50 -10.54* 0.39 -2.00** 0.66 -4.21* 1.10 1.51 0.01 -19.96* 0.95 -0.38 0.02 -9.19*

Russia 4.81 6.15* 2.45 3.52** 1.30 0.43 0.59 -0.71 -0.28 -2.15** -0.54 -8.02* -0.13 -2.43* -0.38 -6.62*

Saudi
Arabia 0.05 -9.99* 0.34 -5.40* 0.22 -6.03* 0.55 -2.79* 0.22 -12.47* 0.69 -3.61* 0.28 -7.77* 0.92 -0.69
South
Africa 0.31 -4.39* 0.52 -8.81* 0.28 -4.63* 0.47 -6.62* -0.19 -7.66* 0.51 -9.03* -0.18 -4.87* 0.51 -5.20*

Thailand 1.08 0.28 0.66 -5.69* 0.62 -1.19 0.61 -5.19* 0.82 -0.44 0.65 -3.54* 0.44 -1.63 0.56 -4.08*

Tunisia -0.21 -1.74 0.98 -0.22 -0.07 -1.68** 0.84 -1.34 1.00 -0.01 -0.16 -6.44* 0.61 -1.54 -0.18 -12.11*

Turkey -0.52 -1.50 0.90 -0.54 0.25 -1.42 0.80 -1.35 -0.50 -6.05* -0.48 -6.51* -0.09 -4.71* -0.19 -6.09*

*, **: Signifi cant at 5% and 10% level, respectively.             
   

without dummy case. As we have also seen in the individual case, the 
signifi cance level of the coeffi cients of FINOP is higher controlling 
for common shocks. This result with common time dummies is more 
reliable as it excludes the impact of common shock that are shared 
across individual members. Therefore, the result with common 
dummies has higher signifi cance level as it is free from any common 
disturbance affecting our results in earlier case. The coeffi cient of 
FINOP is signifi cantly positive in DOLS and FMOLS in most of the 
cases. This means, fi nancial globalization has positive impact on 
growth. We have also found that the impact of trade openness on 
growth is positive.
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Section VI
Concluding Remarks:

 This study, in a unique way, examined the long-run relationship 
between economic growth and fi nancial liberalization for select 27 
EMEs. Unlike other studies in the literature, the study is able to use 
recently developed panel unit root test and cointegration test on the 
basis of neoclassical theory of economic growth, which links capital 
account liberalization with level of per capita output instead of per 
capita output growth. Using the cointegration tests as proposed by 
Pedroni, Kao and Maddala and Wu, we found that there is a dynamic 
long-run relationship exists between economic growth and fi nancial 
openness. The results are also remained unchanged when we have 
controlled for trade openness contribution to per capital GDP. 
Further, the long-run coeffi cient of fi nancial openness is estimated 
through panel DOLS and FMOLS, which is signifi cantly positive. 
The fi ndings are interesting to show a positive long-run relationship 
exists between capital account liberalisation and growth as opposed 
to the fi ndings of many earlier studies.

Table 8: Results of Group-Mean Panel DOLS and FMOLS Estimates
 Dependent Variable: LPGDP Panel A  Panel B  

 FINOP t-statistic FINOP t-statistic TROP t-statistic

Without Time Dummies      
Group Mean DOLS 0.59 -13.99* 0.16 -15.56* 0.66 -56.12*

Group Mean FMOLS 0.19 -14.49* -0.14 -17.72* 0.64 -30.26*

With Common Time Dummies      
Group Mean DOLS 0.33 -15.71* 0.16 -45.78* 0.05 -153.19*

Group Mean FMOLS 0.23 -19.82* 0.11 -24.99* 0.06 -66.70*

*, **: Signifi cant at 5% and 10% level, respectively.
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Notes:
1 Financial globalization, fi nancial liberalization and fi nancial integration 
are used interchangeably in this paper referring to the cross border trade of 
fi nancial assets as well as deregulation of the capital account to increase 
foreign investors’ participation in domestic fi nancial markets and domestic 
investors’ participation in the fi nancial markets of the rest of the world.

2 However, there was slowdown in capital infl ows to EMEs with the 
onset of the recent global fi nancial crisis.

3  On contrary, a recent trend shows that capital fl ows from rich to poor 
countries.

4 Behera, HK (2008) Does Financial Globalisation Spur Growth in India? 
A Paper presented in the 44th Annual conference of The Indian Econometric 
Society during January 3-5, 2008.

5 The trend reversed as a consequence of global fi nancial crisis starting 
with Lehman failure in September 2008.

6 A discussion about the selection of 27 EMEs is given in section IV and 
Appendix I.

7 Net capital fl ows rather than gross capital fl ows are used for defi ning Finan-
cial Globalization as net fl ows matters for a country’s investment point of view.

8 The list of countries in the EME classifi cation is given in Appendix I.

9 A detailed analysis of panel unit root test and panel cointegration test 
are provided in Appendix II

10 See Appendix III for details about FMOLS and DOLS. More details are 
available in Kao and Chiang (1997), Mark and Sul (1999), Pedroni (2000), 
and Pedroni (2001).

11 Common time dummies are incorporated in the panel DOLS and 
FMOLS estimations to pick up any possible shocks, such as the East Asian 
crisis, that might affect all the countries in sample so that to deal with cross 
sectional dependency.
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Appendix I: List of EME Countries

 The choice of countries in the EMEs is based on the MSCI 
classifi cation of emerging market economies plus Saudi Arabia. The 
data used in the study are for 27 countries, which are given below:

Name of the Country Name of the Country

Argentina Korea
Brazil Malaysia
Chile Mexico
China Morocco
Colombia Pakistan
Czech Republic Peru
Egypt Philippines
Hungary Poland
India Russia
Indonesia Saudi Arabia
Iran South Africa
Israel Thailand
Jordan Tunisia

Turkey
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Appendix II: Panel Unit Root and Cointegration Tests

Unit Root Tests

 All panel unit root tests, viz. Im, Pesaran and Shin (1995, 2003), 
the Levin and Lin and Chu (2002) test and the Maddala and Wu 
(1999) tests are based on a Dickey-Fuller-type regression:

  (1.1)

 where i = 1,…,N is the country for time dimension t = 1,…,T and 
 is iid 

 The xit represent the exogenous variables in the model, including 
any fi xed effects or individual trends or zero as well. The four tests 
have different alternative hypotheses, depending on different degrees 
of heterogeneity under the alternative hypothesis.

 H0: ρi = 0 for all i.

 H1: ρi = ρ ≤ 0 for all i (for common unit root test assuming the 
persistence parameters are common across cross-
sections)

       ρi = ρi =1 for each cross-section i (for individual unit root 
test assuming ρi vary freely across cross-sections).

Levin, Lin and Chu (LLC) Test:

 Levin and Lin (1992) proposed a unit root test, which allows 
for fi xed effects and unit-specifi c time trends in addition to common 
time effects (which may in practice be concentrated out of the 
equation). The unit-specifi c fi xed effects are an important source 
of heterogeneity here since the coeffi cient of the lagged dependent 
variable is restricted to be homogeneous across all units of the panel. 
However, LLC has advantage over Levin and Lin test as it allows 
for heterogeneity of cross-sectional units. The LLC tests amount to 
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testing for the null hypothesis H0: ρi = 0 for all i against the alternative 
H1: ρi = ρ < 0 for all i.

 Taking  as a mean adjustment factor and as a variance 
adjustment factor, the LLC model for (1.1), using fi nite sample mean 
and variance adjustments, is defi ned by

 

 (1.2)

 Where si are the estimated standard errors from estimating 
each ADF in equation (1.1) and tNn statistics are t-statistics of the 
coeffi cient (ρi) using normalized pooled data. Values of  and  
for various samples are simulated using generated random normal 
numbers and reported in Table 2 of LLC (p.14). In using the LLC test, 
we reject null hypothesis H0: ρi = 0 for all i when LLC test statistic is 
smaller than a critical value from the lower tail of a standard normal 
distribution.

Im, Pesaran and Shin (IPS) Test:

 Im, Pesaran and Shin (1997) (IPS) allow for a heterogenous 
coeffi cients of  and propose a testing procedure based on 
averaging individual unit root test statistics. The IPS test provides 
separate estimations for each i cross-section, allowing different 
specifi cations of the parametric values, the residual variance and the 
lag lengths.

 The null hypothesis is that each series in the panel contains a 
unit root, i.e. H0: ρi = 0 for all i and the alternative hypothesis is that 
at least one of the individual series in the panel is stationary, i.e. H1: 
ρi < 0 for at least one i.

 Im, Pesaran and Shin (2003) formulated their model under 
the restrictive assumption that T should be the same for all cross-
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sections, requiring a balanced panel to compute the -test statistic. 
The -statistic is the average of the individual ADF t-statistics ( ) 
for testing that ρi = 0 for all i:

  (1.3)

 IPS showed that under specifi c assumptions,  converges to a 
statistic denoted as , which is assumed to be iid and that also has 
fi nite mean and variance. Accordingly, IPS suggested the computed 
mean  and variance  of the  statistic 
for different values of N and lags included in the augmentation term of 
the equation (1.1). based on those values, the IPS proposed modifi ed 
average t-statistic for testing unit roots in panels can be given as:

  (1.4)

 One can reject the null hypothesis as given above when the 
statistic is smaller than a critical value from the lower tail of a 

standard normal distribution.

Maddala and Wu (MW) Test:

 Maddala and Wu (1999) attempted to provide unit root test 
statistics, based on Fisher-type non-parametric test (1932), for 
unbalanced panel. They are in line with the assumptions that a 
heterogenous alternative is preferable, but they disagree with the use 
of average ADF statistics by arguing that it is not the most effective 
way of evaluating stationarity. Assuming that there are N unit root 
tests, the MW test takes the following form:

 
 (1.5)
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 where  is the probability limit values from regular DF (or 
ADF) unit root tests for each cross-section i. Since  
with 2N d.f., where N is the number of separate samples. In order to 
consider the dependence between cross-sections, Maddala and Wu 
propose obtaining the -values by using bootstrap procedures by 
arguing that correlations between groups can induce signifi cant size 
distortions for the test. Maddala and Wu propose the methodology 
can be applicable to panel cointegration tests, whether they are tests 
using no cointegration as null, or cointegration as null (for more 
details, see Chapter 6 of Maddala and Kim (1998)).

Breitung (Breitung) Test:

 The size of LLC is distorted if an ADF is used in the LLC instead 
of a simple DF. Therefore, Breitung (2000) method, which includes 
with heterogeneous trends and short run dynamics; but excludes 
autoregressive portion (and not the exogenous components) while 
constructing the standardized proxies:

 

 
 (1.6)

 where  and si are as defi ned for LLC.

 Second, the proxies are transformed and detrended as:

 

  (1.7)
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 The persistence  parameter is estimated from the pooled proxy 
equation:

  (1.8)

 Breitung shows that the resulting statistic has a standard normal 
distribution and more power than the LLC test. However, he shows 
that the proposed statistic has low power when the trend parameters 
are heterogeneous across units. The problem does not arise when the 
trend parameters are homogeneous across units.

Hadri (HD) Test:

 The Hadri (2000) proposed a Langrange Multiplier (LM) 
procedure for panel unit root test is similar to the KPSS unit root test, 
and has a null hypothesis of no unit root in any of the series in the 
panel. Like the KPSS test, the Hadri test is based on the residuals from 
the individual OLS regressions of on a constant, or on a constant and 
a trend. His LM test is based on the ‘random walk plus noise’ model 
and can be defi ned by using the residuals of the following equation:

  (1.9)

 where .

 Using the estimated individual regression residuals  of model 
(1.9), Hadri’s LM statistics is given as follows:

  (1.10)

 where are the cumulative sums of the residuals and 0f  is 
the average of the individual estimators of the residual spectrum at 
frequency zero.

 An alternative form of the LM statistic allows for 
heteroskedasticity across i:
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(1.11)

 Hadri shows that under miid assumptions,

 
 Where  and , if the model only includes constants 
( is set to 0 for all i), and  and , otherwise.

 Hadri test appears to over-reject the null of stationarity, and may 
yield results that directly contradict those obtained using alternative 
test statistics.

Cointegration Tests:

Kao’s Cointegration Tests

 Kao (1999) presents two types of cointegration tests in panel 
data, the Dickey-Fuller (DF) and augmented Dickey-Fuller (ADF) 
types. Consider a panel regression of the following type:

  (2.1)

 where and  is I(1). The DF type tests from Kao 
(1999) can be calculated from the estimated residuals of the above 
equation 2.1 as:

  (2.2)

 where  is the estimated residuals from equation 2.1. In order to 
test the null hypothesis of no cointegration, the null can be written as 

. The OLS estimate of and the t-statistic can be given as:

 
and
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 (2.3)

 where . Accordingly, four DF-

type tests assuming are constructed as follows:

 ,

 ,

 
 and

 

 where and .While
and  are based on assuming strict exogeneity of the regressors 
with respect to the errors in the equation,  and  are for 
cointegration with endogenous regressors. For the ADF test, we can 
run the following ADF regression:

 
  (2.4)

 With the null hypothesis of no cointegration, the ADF test 
statistics can be constructed as

    (2.5)

 Where tADF is the t-statistic of ρ in the equation (2.4). The 
asymptotic distribution of  and ADF converge to 
a standard normal distribution N(0,1) by sequential limit theory.
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 Kao’s test imposes homogeneous cointegrating vectors and 
autoregressive coeffi cients, but it does not allow for multiple 
exogenous variables in the cointegrating vector. Another drawback 
is that it does not address the issue of identifying the cointegrating 
vectors and the cases where more than one cointegrating vector exists.

Pedroni’s Cointegration Tests

 Pedroni (1999, 2000 and 2004) proposes several tests for 
cointegration in panel data models that allow for heterogeneous 
slope coeffi cients, fi xed effects and individual specifi c deterministic 
trends. The test has advantage over the test procedure proposed by 
Kao by allowing multiple regressors, for the cointegrating vector to 
vary across different sections of the panel, and also for heterogeneity 
in the errors across cross-section units.

The panel regression model that Pedroni proposes has the following 
form:

   (2.6)

 Seven different cointegration statistics are proposed by Pedroni 
to capture within and between effects in the panel, and the tests can 
be classifi ed into two category. The fi rst test involves averaging test 
statistics for cointegration in the time series across cross-sections. It 
includes four tests based on pooling along the ‘within’ dimension (the 
fi rst-order autoregressive term is assumed to be the same across all 
the cross sections). The test statistics of these tests are given below:

 1. Panel - Statistic:  (2.7)

 2. Panel -Statistic:

 

(2.8)
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3. Panel t – Statistic (non-parametric): 

   

(2.9)

4. Panel t – Statistic (parametric):

   (2.10)

 The second category includes three tests based on pooling the 
‘between’ dimension (averaging the AR coeffi cients for each member 
of the panel for unit root test on residuals) and the parameter is 
allowed to vary over the cross sections. In these tests, therefore, the 
averaging is done in pieces so that the limiting distributions are based 
on limits of piecewise numerator and denominator terms. These test 
statistics can be given as:

5. Group - Statistic: 

  (2.11)

6. Group t- Statistic (non-parametric):

 
 

(2.12)

7. Group t- Statistic (parametric):

  (2.13)

 A major drawback of the above procedure is the restrictive a 
priori assumption of a unique cointegrating vector.
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Appendix III: Panel FMOLS and DOLS Tests

Fully Modifi ed OLS (FMOLS) Mean Group Panel Estimator

 The precise equation estimated with FMOLS can be derived 
from the following equation:

 , i= 1,…., N; t= 1,….,T.

 
 Where y is the dependent variable (LPGDP in our case) and x 
is the regressor (FINOP, TOP in our case) and the vector of error 
process  is stationary with asymptotic covariance 
matrix , which can be decomposed as . Here, 

 is the contemporaneous covariance and is a weighted sum of 
autocovariances. Thus, the variables are said to be cointegrated 
for each member of the panel, with cointegrating vector β if yit 

is integrated of order one. The term allows the cointegrating 
relationship to include member specifi c fi xed effects. If yit and xit  are 
cointegrated, the between-dimension panel FMOLS estimator can be 
expressed as:

 

 where ; and

 

 ; 

 Pedroni’s between-dimension group mean panel FMOLS 
estimator, which is the average of the conventional FMOLS estimator 
of the individual member of the panel, can be expressed as:

 .
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 The associated t-statistic for the between dimension estimator is:

 , where 

 
.

Dynamic OLS (DOLS) Mean Group Panel Estimator

 Pedroni (2001) proposed between-dimension estimator based on 
average of the panel DOLS estimator ‘Group Mean DOLS’ that can 
be obtained from the following regression:

 

 From the above regression, the Group-Mean panel DOLS 
estimator can be constructed as:

 

 Where zit is the  vector of regressorS and 
, . The between-dimension 

Group-Mean DOLS estimator can be constructed by applying the 
conventional DOLS estimator to the ith member of the panel as:

  

where  is the conventional DOLS estimator applied to the ith 

member of the panel. Taking the  as 

the long-run variance of the residuals from the DOLS regression, 

the associated t-statistic for the between-dimension estimator can be 

stated as:

 , where
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 Potential output refers to the highest level of output that can be sustained over the long 
term. It is assumed that the existence of a limit of output is due to natural and institutional 
constraints. If actual GDP rises and stays above potential output, then (in the absence of 
wage and price controls) infl ation tends to increase as demand exceeds supply. Likewise, if 
output is below potential level, infl ation will decelerate as suppliers lower prices to fi ll their 
excess production capacity. The issue of estimating potential output is, therefore, critically 
important in understanding the overall infl ationary dynamics of the economy. Against this 
background, this paper presents empirical estimates of potential output in India using several 
advanced econometric methods based on both monthly and quarterly data. Selection of an 
appropriate method is validated against its out-of-sample forecasts as well as from the 
spectral density properties. For monthly data, the estimate of the potential growth rate for 
the Indian economy is found to converge within the range 9.4 percent to 9.7 percent for most 
of the methods. For quarterly data, these methods consistently produce potential output near 
to 9.0 percent. The diagnostics of the empirical methodologies suggest that unobserved 
component models are most effi cient methods for estimation of quarterly potential output. 

JEL Classifi cation :  E3

Keywords : Potential Output, Output Gap, Growth

Introduction

 The overall stance of monetary and credit policy in India is to 
provide adequate liquidity to meet genuine credit requirements and 
support investment demand in the economy while keeping the price 
level within limit. One of the major issues in the formulation of the 
monetary policy is to determine whether the economy is operating 
above or below its maximum sustainable level. The path of the maximum 
sustainable level, commonly known as the potential output, indicates 
that level of output that is consistent with stable price level. In other 
words, potential output is the maximum output an economy could 
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produce without putting pressure on price level. It is that level of output 
at which the aggregate demand and supply in the economy are balanced, 
so that, infl ation tends to its long-run expected value, if other factors 
remain constant. Once potential (capacity) output is estimated, the 
capacity utilization rate can be constructed as a ratio of the actual level 
of output to the potential output. The capacity utilization generally 
conforms to that of a full input point on a production function with the 
qualifi cation that capacity represents a realistically sustainable 
maximum level of output for a given industry, rather than some higher 
unsustainable short term maximum.

 Output gap, which is the discrepancy between the actual output 
and the potential output, indicates the presence of disequilibrium in 
the economy. When the actual output exceed the potential output, i.e. 
the output gap becomes positive, the rising demand leads to an 
increase in the price level, if temporary supply factors are held 
constant. Such instances are seen as a source for infl ationary pressures 
and as a signal for the central bank to tighten monetary policy. In 
case of a negative output gap, infl ation tends to fall. The idea of 
potential output is, therefore, essential to capture the process of 
infl ation dynamics in the economy. However, potential output cannot 
be observed directly and needs to be estimated.

 The objective of this study is to estimate the potential output for 
the Indian economy using various univariate and multivariate 
techniques. Both annual and quarterly data of output [Gross Domestic 
Product (GDP)] are used to estimate the potential output, both at the 
aggregate and at the three prime sector level, viz., agriculture and 
allied, industry and services sectors. Selection of the method to 
estimate potential output is done through the application of spectral 
analysis as well through regression analysis. The method that explains 
the larger proportion of spectral mass in the range of business cycle 
frequencies (i.e. from 5 quarters to 32 quarters or 15 months to 96 
months) is selected for estimation of the potential output. Alternatively, 
the estimate of output gap, which explains maximum infl ation or is 
having minimum root mean square error (RMSE) is selected to 
estimate the potential output.
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 The rest of the paper is organized as follows: a priori the debate 
on the use of potential output as a variable for demand pressure is 
presented in Section I. Methodological developments, with special 
emphasis to recent literature, over a historical perspective are 
provided in Section II. Section III reviews a few recent empirical 
literatures at the national as well as international level. Empirical 
estimates of potential output in India under various methods are 
presented in Section IV. Finally, Section V concludes the paper with 
a few policy implications.

Section I
Potential Output and Infl ation: Alternative Views

 If the real output grows rapidly in the future, the competition for 
scarce productive resources could put upward pressure on wages and 
other production costs and ultimately infl ation could be raised. Most 
economic forecasters believe infl ationary pressures build after 
potential output rises above a certain level. Some analysts, however, 
claimed that the historical relationship is no longer valid because the 
present economies are more open today and hence allowing imported 
goods to relieve any shortage of domestic capacity. Infl ationary 
pressures typically emerge when the overall demand for goods and 
services grows faster than the supply, causing a decrease in the amount 
of unused productive resources, or economic slack mostly captured 
through unemployment rate, which measures unused resources in the 
labour market. Infl ationary pressures can be judged by comparing the 
current capacity utilization rate with an estimated stable infl ation rate. 
When capacity utilization is at the stable infl ation rate, infl ation tends 
neither to increase nor to decrease. The concept is similar to the natural 
rate of unemployment, the unemployment rate for which infl ation 
neither increases nor decreases, but uses capacity utilization rather 
than unemployment as the measure of economic slack.

 Some analysts contend that potential output has become a less 
dependable indicator of infl ationary pressures. Critics of it believe 
that potential output as an infl ation indicator tend to over simplify the 
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description of both monetary policy formulation and the infl ationary 
process. For example in an article appeared in the Wall Street Journal 
on February 14, 1995, it is indicated that monetary policy should not 
be guided by using capacity utilization as an indicator of infl ation. It 
is argued that, in practice, a simple relationship between capacity 
utilization and the overall infl ation rate may not exist. Infl uences on 
infl ation other than resource utilization routinely appear in economic 
models. Economic developments abroad and foreign exchange rate 
swings can effect domestic infl ation directly through changes in 
prices of imports and indirectly through competing goods effects on 
domestic strategic price setting behavior. Therefore, use of potential 
output as a variable indicating demand pressures has its own 
limitations.

Section II
A Review of Methodology and Literature

 At the outset it may be stated that, though the concept is 
theoretically appealing, empirical estimation of potential output is 
not straight forward. It has a long history and still remains a topic of 
intense debate. Accordingly, the methodology presented here provides 
a broad literature review over the developments of nearly fi ve 
decades. In particular, we present a synoptic view of various 
techniques those are developed since 1960, excluding typical survey-
based measures of capacity variables.

II.1 Early Developments

 In an early attempt, Klein (1960) and Klein and Summers (1967), 
while working at the Wharton School of Finance and Commerce at 
Pennsylvania University, evolved a methodology (which was 
subsequently called as “Wharton School Technique”) to estimate the 
potential output and capacity utilization rates relating to the US 
economy. They defi ned the capacity of an industry as the maximum 
sustainable level of output the industry can attain within a very short 
time if the demand for its product were not a constraining factor, when 
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the industry is operating its existing stock of capital at its customary 
level of intensity. Subsequently, many other organizations in US, viz., 
the US Department of Commerce, the Bureau of Census, etc., also 
started computing potential output series based on the similar 
methodology. This method uses time series data only on output and 
involves marking of peak levels of output and fi tting piece-wise linear 
function by joining successive peaks with straight line to estimate the 
trend in potential output. For the points before the fi rst peak and after 
the last peak, capacity output are estimated by extrapolation of the 
fi tted curve. The method is also known as trend-through-peaks method. 
Despite the simplicity and easiness in implementation, a major 
drawback of the method is that it does not establish any links between 
output and other economic variables, like actual supplies of inputs, 
technological progress, etc., which might have impact on capacity 
output. Besides, this approach relies on the existence of recent peaks 
in output in order to provide up-to-date/updated estimates of capacity 
output. The method, therefore, seems incapable of accounting for 
situations arising out of prolonged recession or stagnation.

 Interest in measuring the capacity output for the Indian economy 
goes back to 1970s (Divatia and Varma, 1970). They concentrated on 
the manufacturing industries in India and their estimate of the 
capacity variables covering the period 1960-68 was published in the 
RBI Bulletin, April, 1970. The methodology suggested by them is 
actually a modifi ed version of Wharton School Index in which 
monthly data (without seasonal adjustment) instead of quarterly 
indices (quarterly average of monthly seasonally adjusted series) was 
used. Moreover, in this approach, peak monthly production indices in 
a year are taken as potential production for all the months of the year. 
Thus the estimated potential production function shows several 
discrete jumps at the time points corresponding to changes in the 
level of potential production. Though, their method provides a useful 
alternative measure of potential utilization, it was severely criticized 
mainly on sustainability ground. Moreover, when several fi rms are 
aggregated at the industry level, discrete jump is an unrealistic 
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assumption - a smooth curve as suggested by Wharton School method 
may be a more faithful description of the reality in this case. Apart 
from these drawbacks, the method also fails to establish any macro-
economic linkage among various production-related variables.

 The National Conference Board (NCB) of the US adopted a 
technique for estimating capacity output on the basis of capital-
output ratios. The basic assumption made in this approach is that the 
lowest capital output ratio corresponds to the capacity output. The 
estimates of capacity output are then obtained from capital stock 
divided by minimum capital output-ratio. This approach show 
signifi cant improvements over Wharton School technique, in a sense 
that they make use of at least one important input, capital stock, to 
estimate capacity output. However, the reliability of these measures 
depends heavily on the accuracy of the measurement of capital, 
which in practice is really formidable. Secondly, it ignores various 
other important factors, viz., the impact of technological innovations 
on output, the impact of labour productivity and labour availability 
constraint on output, etc.

 Subsequently, Klein and Preston (1967) proposed a sector-
oriented production function approach (also known as growth 
accounting approach) for estimation of potential output. As per this 
approach, the potential output is defi ned as a full output which could 
be produced during any given time if all inputs are fully utilized. 
Accordingly, for each sector of the economy, actual output is 
expressed as a function of man-hours employed, real utilized capital 
and a proxy for technical change. Capacity output is then calculated 
by using (i) available man-hours (including fractional unemployment) 
in place of man-hours employed and (ii) fully utilized capital (i.e. 
available capital) in place of utilized capital in these estimated 
production functions (without re-estimating the parameters). 
Conceptually, this technique is very sound and is improvement over 
the methods stated above in the sense that it correlates output with 
related economic variables. However, it has the limitations involved 
in estimating the production function. In addition, it is diffi cult to 
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determine real capital utilized and available man-hours at different 
sector/industry level. Moreover, this technique ignores the impact of 
total factor productivity on output.

 The Organization for Economic Co-operation and Development 
(OECD), France, adopted a technique which is considered as 
improvement over the production function approach suggested by 
Klein and Preston (1967). In fi rst step, the OECD uses actual capital 
(instead of using utilized capital as done by Klein and Preston) along 
with labour to explain output in the production function. In the second 
step, the capacity output are estimated by replacing the employed 
labour with the labour force (or potential employment) in the 
estimated production function giving due importance to the total 
factor productivity (in contrast Klein and Preston ignored the use of 
total factor productivity).

II.2 Recent Developments

 Since early 1980s, two basic methodologies viz., statistical de-
trending and estimation of structural relationships are extensively 
used for estimating potential output. In addition, recent years have 
witnessed applications of dynamic stochastic general equilibrium 
(DSGE) models for estimation. The statistical de-trending method 
attempt to separate a time series into permanent (trend) and cyclical 
components, whereas, the structural relationships method (basically a 
variant of production function approach) attempt to isolate the effects 
of structural and cyclical infl uences on output, using economic theory.

 In practice, both univariate and multivariate approaches are 
applied. The univariate approach includes the Beveridge and Nelson, 
decomposition (1981), Univariate Unobserved Components (UUC) 
model (Watson, 1986; Clark, 1987), Band-Pass (BP) fi lter (Baxter and 
King, 1995) and Hodrick-Prescott (HP) fi lter (Hodrick and Prescott, 
1997). The multivariate approach includes the Production Function, 
Structural Vector Auto-regression (SVAR) and Multivariate Unobserved 
Components (MUC) model. These methods are discussed below:
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II.2.1. The Hodrick-Prescott (HP) fi lter

 The Hodrick-Prescott (HP) fi lter is a simple statistical smoothing 
procedure and has become popular because of its fl exibility in 
extracting a trend from macro economic data. HP fi lter fi ts a trend line 
through all the observations of the given series, regardless of any 
structural breaks that might have occurred, by making the regression 
coeffi cients themselves vary over time. This is done by fi nding a trend 
output that minimizes a combination of the gap between actual output 
and the trend output at any time and the rate of change in trend output 
at the last point of time (T).

 More precisely for a given actual output Y(t), the trend output 
Y*(t) is estimated by minimizing

 Where λ is a weighting factor that determines the degree of 
smoothness of the trend. A low value of λ will produce a trend output 
that follows actual output more closely, whereas a high value of λ 
reduces sensitivity of the trend output to short term fl uctuations in 
actual output and in the limit the trend tends to the mean growth rate 
for the whole estimation period. Though a lot of subjectivity is 
involved in determining the appropriate value of λ depending upon 
the nature of the series, it is set to 14400 for monthly data, 1600 for 
quarterly data and 100 for annual data. The properties and 
shortcomings of the HP fi lter have been well documented (Harvey 
and Jaeger, 1993). The advantage of the HP fi lter is that stationary is 
retained for the output gap over a wide range of smoothing values 
and it allows the trend to change over time. HP fi lter has several 
drawbacks, including the arbitrary choices of the smoothing parameter 
λ and having high end sample biases.

II.2.2. Beveridge-Nelson (BN) Decomposition

 Trend cycle decomposition is motivated by the idea that the log 
of aggregate output is usefully thought of as the sum of components 
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that accounts for long term growth and a stationary, transitory 
deviation from trend1. Beveridge-Nelson (BN) decomposition is a 
detrending method using unobserved components. Output is assumed 
to contain unobserved permanent component consisting of a random 
walk with drift and temporary component consisting of a stationary 
autoregressive process. BN decomposition implies that much of the 
variation in output is variation in trend, while the cycle component 
is small and noisy. BN decomposition assumes a perfect negative 
correlation between trend and cycle innovations that is a property of 
the estimated trend and cycle, not the unobserved components.

 Consider an ARMA(p,q) model for the changes in output:

 ,

 where 

  
 and where  and .

 Note that the BN trend for the ARMA model may be derived 
from its moving average representation (Wold form) as:

  where   .

 This ARMA form fully describes the joint distribution of the { } 
and therefore the conditional distribution of future observations 
given the past are unique. The BN decomposition is given by:

 

 where , , ,

  = deterministic trend,

  = stochastic trend,

 and  = temporary or cyclical component.
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 To proceed with the decomposition, an ARMA(p,q) is estimated 
on the changes in output. Various ARMA models are estimated and 
the Schwarz criterion is used to select the best model. Then the series 
is decomposed into stationary and trend components using the BN 
decomposition technique described above.

II.2.3. Unobserved Components (UC) Model

 The Unobserved Components (UC) approach introduced by 
Harvey (1985) and Clark (1987), implies a very smooth trend and a 
cycle that is large in amplitude and highly persistent. The UC model 
decomposes the output yt  into two independent components2: a 
stochastic trend component,  and a cyclical component, ct.

 

 The stochastic trend { } assumed to be a random walk with 
mean growth rate μ.

 

 In some implementations the rate of drift μ is also allowed to 
evolve as a random walk and sometimes an irregular term is added, 
although these changes have little infl uence on the estimated cycle 
component for output.

 The cyclical component {ct} assumed to be a stationary and 
invertible ARMA(p,q) process with innovations that may be 
contemporaneously cross correlated with trend innovations.

 ,

 Harvey op. cit., Clark op. cit. and Harvey and Jaeger (1993) 
suggest specifying p=2 and q=0, which allows the cycle process to be 
periodic in the sense of having a peak in its spectral density function. 
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This set up implies that trend and cycle innovations are uncorrelated. 
Thus the model is augmented to include the condition  = 0. 
Therefore,

 ; , 

 for all t  and s

 where the roots of  lie outside the unit circle. 
Taking both  and ct as unobserved state variables, this model could 
be written in the state space form as follows:

 

 The parameters are estimated from data  by the 
maximum likelihood method of Harvey (1981) based on the prediction 
error decomposition. Given estimated parameters, the Kalman fi lter 
generates the expectation of the trend (and cycle) conditional on data 
through time t:

  and , where .

II.2.3.1 Formulation of the problem under Multivariate Unobserved 
Components (MUC) setup

 In general, estimation of potential output using multivariate 
unobserved components model is explored through the Monetary 
Condition Index3 (MCI). The MCI captures the general orientation of 
the monetary policy affecting the aggregate demand with the objective 
to control the infl ation rate. Considering the MCI index as an 
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exogenous variable, the aggregate demand equation has been assumed 
to be a function of MCI. The observed output, yt, has been decomposed 
into two parts: , the permanent trend (potential output) and zt, the 
temporary trend reverting component (output gap).

 log ,    (1)

 The potential output is modeled as local linear trend.

  (2)

  (3)

 The Wholesale price index (WPI) has been decomposed into two 
parts: the forecastable core part and the stochastic non-core part.

  (4)

 The output gap dynamics have been assumed to be infl uenced by 
the MCI and price level core part dynamics have been infl uenced by 
the output gap as well as the cost of industrial production and crude 
oil prices,

  (5)

 

               (6)

 The model, consisting of the equations from (1) to (6), can be 
re-written in its state-space realization and can be estimated by using 
the Kalman fi lter and maximum likelihood.

II.2.4. The Band-Pass (BP) Filter

 An ideal low-pass fi lter removes high-frequency cycles from the 
data, whereas an ideal high-pass fi lter removes low frequencies from 
the data and an ideal band-pass fi lter removes both low and high 
frequencies. The Baxter and King (1995) fi lter is a band-pass fi lter of 
fi nite order K which is optimal in the sense that it is an approximate 
band-pass fi lter with trend reducing properties and symmetric weights. 
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The BP fi lter is designed to pass through components of time series 
with fl uctuations between 6 and 32 quarters while removing higher 
and lower frequencies.

 It is a fi nite approximation of an infi nite moving average fi lter:

 

 where  is the fi ltered time series from the original time series yt 
and  are the weights.

 The weights  can be derived from the inverse Fourier transform 
of the frequency response function. Baxter and King adjust the band-
pass fi lter with a constraint that the gain is zero at zero frequency. 
This constraint implies that the sum of the moving average coeffi cients 
must be zero. Thus, the weights  are obtained by solving the 
minimization problem:

 , such that .

 Where  is the Fourier transform of an ‘ideal’ fi lter with cut 
off frequencies  &  and  is the Fourier transform of the 
approximate fi lter. 

 Solving the minimization problem leads to:

 ; 

 Where bh are the weights of the ideal low-pass fi lter and  is a 
constant that depends on the maximum lag length, K and are given 
by:
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 Baxter and King propose setting K=12,  and 

or   for quarterly data and K=3,  and  for annual 

data. The fi ltered series is the cyclical component and the trend 
component is just the difference between the actual series and the 
cycle.

II.2.5. The Production Function Approach

 In the view of macro economic analysis, the most important 
limitation of all the above methods is that they are largely mechanistic 
and bring to bear no information about the structural constraints and 
limitations on production through the availability of production 
factors or other endogenous infl uences. Thus, the above methods 
may be inconsistent with what is known or being assumed about the 
growth in capital, labour supply or factor productivity or may be 
unsustainable because of infl ationary pressures. The production 
function approach attempts to overcome these shortcomings while 
adjusting also for the limiting infl uence of demand pressure on 
employment and infl ation.

 In its simplest form, this approach postulates a two factor Cobb-
Douglass production function for the business sector with proxy for 
technical change: 

 log 
 i.e., 

 where Y, L and K are the value added, labour input and capital 
stock of the business sector respectively, E is the total factor 
productivity, C, δ are constants and α is average labour share 
parameter. Lower case letters indicate natural logarithms.

 The above production function is estimated at different sub 
sector level, for given sample average labour shares. The estimated 
residuals from these equations are then smoothed to give measures 
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of trend total factor productivity, e*. The trend total factor 
productivity series, e*, is substituted back into the production 
function along with actual capital stock, k, and estimates of potential 
employment, l*, as:

 

II.2.6. Structural Vector Autoregression (SVAR) system

 The SVAR method uses information from a number of variables 
that may be considered to have a high degree of relationship, such as 
GDP, capacity utilisation and domestic infl ation, to estimate the 
potential GDP and output gap. The SVAR methodology utilizes the 
relationship between infl ation and growth to distinguish between 
permanent and transitory movement in output – faster growth with 
lower infl ation indicates that the economy at that time is operating 
below potential, while the emergence of infl ation in the face of 
growth suggest that output is above potential.

 In the present study, the estimate of SVAR is done following the 
methodology of Blanchard and Quah (1989), with the exception that 
infl ation is used in place of the unemployment rate. By imposing 
identifying restrictions on the relationship between output and 
infl ation, the regression residuals are divided into the effects of 
supply and demand shocks in each period on output and infl ation. 
The output gap is then defi ned as the component of the forecast error 
of output attributed to the demand shock – the shortfall or surplus of 
output above or below potential due solely to demand side factors.

 The SVAR identifi es restriction on the long-run effects of shocks 
on output and infl ation, while the effects of both shocks are left 
unconstrained in the short-run4. The restrictions imposed are that 
demand shocks affect the long-run price level but not the long-run 
output level, while supply shocks can have permanent effects on both 
output and price level. Thus a positive supply shock leads to a 
permanent increase in the GDP level, while a positive demand shock 
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leads to higher output in the short-run.

 As the impact of output growth on infl ation can be observed 
with a time lag, the variables used in SVAR are the contemporaneous 
growth rate of output and two quarters ahead change in price level. 
Let z be a vector of two stationary variables , where yt is 
GDP and pt is the domestic price level. Then the variables can be 
written as a function of the underlying structural shocks,

 

 where B is a (2x2) matrix of coeffi cients and εt is white noise 
residuals that capture demand and supply shocks. The model 
identifi es two structural shocks: one demand shock and the other 
supply shock. It is assumed that the demand shock does not have a 
long-term effect on output, but that they allow for a more persistent 
effect on GDP. The supply shock is assumed to have a long-term 
effect on GDP.

 By arranging the two uncorrelated structural shocks as

 

 where  is an aggregate supply shock and  is an aggregate 
demand shock, the change in GDP can be written as,

 

 The restriction that aggregate demand shocks cannot have a 
long-term effect on GDP, is implemented by imposing .

 In a SVAR model, potential GDP (the long-term trend) is represented 

by the term , which is accumulated supply shocks, while the 

output gap is the share of GDP that is explained by the demand shock.
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II.2.7. Dynamic Stochastic General Equilibrium (DSGE) Approach

 Dynamic Stochastic General Equilibrium (DSGE) models 
contain many features of the real business cycle literature and allow 
for rigidities and imperfections in markets (these are often referred 
to as New Keynesian models). These provide more-realistic, yet still 
theoretically elegant, representations of the economy, and their 
development has been an exciting area of research in macroeconomics 
in recent years. Under this approach, potential output is defi ned as 
the level of output that an economy could attain if the ineffi ciencies 
resulting from nominal wage and price rigidities were removed. 
That is, if wages and prices were fully fl exible. The defi nition of 
potential output as a fl exible  price equilibrium has much in common 
with the more conventional defi nition. The DSGE defi nition accords 
with the idea that potential output is the level of output at which 
infl ation tends neither to rise nor to fall. However, the DSGE view 
of potential output also has important differences with the earlier 
approaches to estimating potential output. For example, in many 
DSGE models, potential output can undergo swings over the business 
cycle, a result that should not be surprising considering that the early 
real business cycle models viewed the business cycle as being 
primarily an effi cient response to shocks to the economy. In addition, 
fi scal policy shocks, changes in households’ preferences with regard 
to saving and consumption, changes in preferences about leisure 
that affect labour supply, and terms-of-trade shocks can all cause 
potential output to fl uctuate. In contrast, production function 
(growth-accounting) approaches to estimating potential output 
generally assume that such shocks have no important effects on 
potential output at business-cycle frequencies (Mishkin, 2007). As a 
consequence, their estimates typically have smaller fl uctuations than 
measures of potential output derived from DSGE models, and thus 
the output gaps in the current generation of DSGE models tend to be 
less variable than conventional measures and can be quite different 
for particular periods (Neiss and Nelson, 2005; Edge, Kiley and 
Laforte, 2007).
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Section III
Recent Empirical Literature

 Empirical literature on estimation of potential output is large and 
growing rapidly. Most central banks, especially in developed nations, 
critically monitor the trends in potential output. Instead of using a 
single approach, several approaches are used on a regular basis. Gerlach 
and Smets (1999) explored an Multivariate Unobserved Components 
(MUC) model to estimate the output gap for the European Monetary 
Unit area and found that an increase in the output gap by one percentage 
point raises the infl ation by 0.2 percent in the next quarter and an one 
percentage point increase in the real interest rate reduces next quarter 
output gap by approximately 0.1 per cent. The output gap was postulated 
as a function of its own lags and to a lagged real interest rate.

 Clauss (2000) estimated potential output for the New Zealand 
economy through the Structural Vector Autoregression (SVAR) 
methodology, under the assumption of that demand-side disturbance 
have no long-run effect on output, while the productivity shocks are 
assumed to have a permanent effect on output and accordingly 
potential output is associated with the productivity shocks. Apart from 
the aggregate output, the rate of employment and capacity utilization 
were used to estimate the potential output under the SVAR framework.

 Cerra and Saxena (2000) applied both UUC and MUC models to 
estimate the output gap for Sweden. In the multivariate case, infl ation 
and unemployment both were applied separately to estimate the output 
gap. Scott (2000) estimated the output gap for the New Zealand economy 
using MUC model, by assuming a common output gap for Gross 
Domestic Product (GDP), unemployment rate and capacity utilization.

 For Norway, Bjoruland et al. (2005) compared different 
univariate and multivariate methods to estimate the output gap. The 
models under the multivariate framework were found to have been 
superior to the univariate counterparts in estimating the output gap. 
The univariate methods include the HP fi lter; the BP fi lter and UUC 
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model, while the multivariate methods include the MUC model and 
SVAR. Under the multivariate framework, unemployment rate and/ 
or infl ation were incorporated as the other economic variables.

 Llosa and Miller (2005) estimated the output gap for Peru based 
on the MUC model through a system of structural equations consisting 
of four variables, viz., an index of real monetary conditions, domestic 
infl ation, imported infl ation and infl ation expectation. Sarikaya et al. 
(2005) estimated the potential output and output gap for the Turkish 
economy using MUC approach, through a semi structural model. The 
model consists of fi ve equations, consisting of observable variables: 
infl ation rate, real GDP, real effective exchange rate, real interest rate 
based on 3-month Treasury auction and a demand index, constructed 
from the Business Tendency Survey.

 In the context of India, generally, the HP-fi lter is being widely 
applied to estimate the output gap for the industrial sector [Collen 
and Chang (1999), Ray and Chatterjee (2001)]. Donde and Saggar 
(1999) applied both HP- fi lter and UUC model to estimate the 
potential output for the industrial sector in India. They further applied 
the HP- fi lter to estimate the potential output for the Indian economy 
based on annual observation during 1950-51 to 2000-01.

Section IV
Empirical Estimation of Potential Output in India

 Empirical estimates of potential output in India are worked out 
based on various approaches as indicated above. However, due to data 
limitations, particularly on employment, production function approach 
is not attempted. In addition, due to lack of conceptual clarity, estimates 
based on DSGE models are not worked out. Empirical estimates are 
presented separately using both monthly and quarterly data.

IV.1. Estimates of Potential Output for monthly IIP series

 Estimates of potential output for the monthly series are obtained 
by using seven alternative methods, consisting of four univariate and 



56 RESERVE BANK OF INDIA OCCASIONAL PAPERS

three multivariate methods. The univariate methods consist of HP 
fi lter, BP fi lter, BN-decomposition and UUC methods, while the 
multivariate methods includes the MUC (based on MCI) and two 
SVAR estimates – based on WPI and MCI, respectively. The sample 
covers the period from April 1994 to December 2007. For HP-fi lter, 
the parameter used to smooth the data has been set at 14400, while 
for the BP-fi lter the estimates are obtained within the specifi ed range 
between 15 to 60 months.

 The estimates of potential growth rate, based on the alternative 
methodologies, are presented in Table 1. As can be observed from the 
table, the estimate of the potential growth rate for the Indian economy 
has been found to have varied in the range from 8.2 percent to 10.2 
percent. However, the estimate of 8.2 percent, derived based on the 
MUC methodology, seems to be on the lower side compared to the 
alternative methodologies. The estimates of the potential growth 
rates, based on the HP-fi lter, BP-fi lter, UUC and the two SVAR 
methodologies are found to have converged, within the range 9.4 
percent to 9.7 percent.

Table 1: Estimate of Potential Growth Rates based on monthly data
Methods Potential Growth Rate
HP 9.5
BP 9.4
BN 10.2
UUC 9.7
MUC 8.2
SVAR - WPI 9.4
SVAR - MCI 9.5

IV.2. Estimates of Potential Output for quarterly GDP series

 Estimates of potential output for the quarterly series are obtained 
by using eight alternative methods, consisting of four univariate and 
four multivariate methods. Apart from using the same set of univariate 
and multivariate methods, used to estimate the potential output for 
the monthly data, one alternative method of MUC has been used. The 
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two alternative methods of MUC are based on MCI and Capacity 
Utilization (CU), where the estimate of CU is based on the survey 
conducted by the National Council of Applied Economic Research 
(NCAER), New Delhi. The sample covers the period from the fi rst 
quarter (April- June) of the fi nancial year 1996-97 to third quarter 
(October – December) of the fi nancial year 2007-08. For HP-fi lter, 
the parameter used to smooth the data has been set at 1600, while for 
the BP-fi lter the estimates are obtained within the specifi ed range 
between 5 to 24 quarters.

Table 2: Estimate of Potential Growth Rates based on quarterly data
Methods Potential Growth Rate
HP 8.5
BP 8.9
BN 9.0
UUC 9.2
MUC - Structural 8.1
MUC - CU 9.5
SVAR - WPI 9.0
SVAR - MCI 9.2

 The estimates of potential growth rate, based on the eight 
alternative methodologies, are presented in Table 2. As can be 
observed from the table, the estimate of the potential growth rate for 
the Indian economy, based on the GDP, has been found to have varied 
in the range from 8.1 percent to 9.5 percent. The estimates of the 
potential growth rates, based on the BP-fi lter, BN decomposition, 
UUC and the two SVAR methodologies are found to have concentrated 
near 9.0 percent.

IV.3. Selection of the method of estimation of output gap

 As mentioned earlier, selection of the method to estimate output 
gap can be done by either spectral analysis or regression analysis. In 
the regression analysis, one can fi t a regression equation and assess 
the out-of-sample forecasting performance of the equation based on 
certain statistical criteria, like Mean Square Error (MSE), Root Mean 



 ESTIMATION OF POTENTIAL OUTPUT IN INDIA 59



60 RESERVE BANK OF INDIA OCCASIONAL PAPERS

Square Error (RMSE), R
_

2 
etc. The equation, corresponding to the 

estimate of output gap, having minimum MSE or RMSE or maximum 
R
_

2 
may be selected to estimate the potential output. In the spectral 

analysis, the method that explains the larger proportion of spectral 
mass in the range of business cycle frequencies (i.e. from 5-quarters 
to 32-quarters or 15-months to 96-months) may be selected for 
estimation of the potential output.

IV.3.1. Selection of the estimate of output gap by regression analysis

 To assess the ability and signifi cance of the relationship between 
infl ation and the estimated output gap, the following equation has 
been estimated, as proposed by Coe and McDermott (1997). Infl ation, 
used in the equation, is measured by the changes in the price level 
over the previous period as compared to the same period last year. 
This measure of infl ation helps in assessing the impact of the demand 
conditions, refl ected through the output gap, on infl ation. For the 
monthly series, WPI is used to measure the infl ation, while GDP 
defl ator is used to measure the quarterly infl ation. B efore empirical 
analysis, both the WPI and GDP are seasonally adjusted using the 
X-12-ARIMA technique.

 infl ationt =  infl ationt-i + ε1t (7)

 where infl ation denotes the infl ation rate estimated based on the 
monthly WPI or quarterly GDP series. The constant term ‘c’ included 
in the equation, indicates the contribution of the non-infl ationary 
level of the output gap. The lag length ‘m’ is determined by the 
Akaike’s Information Criterion (AIC).

IV.3.2. Selection of the method for estimation of monthly output gap

 For selection of the method to estimate output gap by regression 
analysis, we divide the full sample period into two sub-samples. The 
fi rst sample, known as the in-sample, covering the period from April 
1994 to June 2006, is used to estimate the parameters of the equation, 
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while the second-sample, known as the out-of-sample, covering the 
period from July 2006 to December 2007, is used to assess the 
forecasting ability of the output gap estimates through RMSE and R

_
2.

 Table 3 presents the out-of-sample RMSE of the alternative 
equations based on the estimates of output gap by different 
methodologies. From the table, it can be observed that, based on the 
HP-fi lter estimate of output gap, the RMSE is found to be least at 
0.542, while R

_ 
 is found to be maximum at 0.89. Thus regression 

analysis prefers the application of HP-fi lter to estimate the potential 
output in the monthly IIP series.

Table 3: Estimate of the equation based on monthly data

Methods R
_ 

2 RMSE
HP 0.89 0.542
BP 0.88 0.565
BN 0.88 0.569
UUC 0.86 0.611
MUC 0.88 0.561
SVAR - WPI 0.88 0.578
SVAR - MCI 0.86 0.609

Table 4: Percentage of Spectral mass within the business 
cycle frequency

Methods Percentage
HP 91.7
BP 95.3
BN 69.3
UUC 98.1
MUC 66.9
SVAR - WPI 49.0
SVAR - MCI 46.9

 Table 4 presents the percentages of the spectral mass lying within 
the defi ned range of business cycle of the alternative methods. Data 
covers the period from April 1994 to December 2007. As can be 
observed from the table, the UUC method, which explains 98.1 per 
cent within the business cycle frequency, is the most profi cient at 
isolating output gap in the monthly industrial production at the 
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medium term. The BP fi lter is also relatively profi cient, which explains 
95.3 per cent of the total variation. This suggests the selection of UUC 
method to estimate the potential output in the monthly IIP series.

IV.3.3. Selection of the method for estimation of quarterly output gap

 For selection of the method to estimate quarterly output gap by 
regression analysis, we divide the full sample period into in-sample and 
out-of-sample, as defi ned above. The in-sample covers the period from 
1996-97:Q1 to 2004-05:Q4, while the out-of-sample covers the period 
from 2005-06:Q1 to 2007-08:Q3. The forecasting ability of the output 
gap estimates are assessed through out-of-sample RMSE and R

_
2.

 Table 5 presents the out-of-sample RMSE of the alternative 
equations based on the estimates of output gap by different 
methodologies. From the table it can be observed that, the RMSE is 
found to be least in case of UUC, while R

_
2 is found to be marginally 

higher in HP compared to UUC. Thus the UUC method can be used 
to estimate the potential output in the quarterly GDP series. As the 
RMSE of HP is found to be the second least and thus one can apply 
HP-fi lter also to estimate the quarterly potential output.

Table 5: Estimate of the equation based on quarterly data

Methods R
_ 

2 RMSE
HP 0.31 1.083
BP 0.13 1.202
BN 0.18 1.151
UUC 0.30 1.067
MUC - Structural 0.22 1.113
MUC - CU 0.15 1.178
SVAR - WPI 0.05 1.225
SVAR - MCI 0.06 1.218

 Table 6 presents the percentages of the spectral mass lying within 
the business cycle frequency range of the alternative methods. The 
sample covers the period from 1996-97:Q1 to 2007-08:Q3. It can be 
observed from the table that both UUC and MUC- Structural methods, 
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which explains 99.7 per cent within the business cycle frequency, are 
the most profi cient methods to estimate the output gap in the quarterly 
GDP. The BP fi lter is also relatively profi cient explaining 99.6 per 
cent of the total variation. This criterion of selection of the method to 
estimate output gap suggests UUC or MUC- Structural method as the 
most profi cient methods for estimation of potential output in the 
quarterly GDP.

Section V
Conclusion

 As an economic concept, the defi nition of potential output is not 
unambiguous. The idea of potential output is essential not to capture 
the output, but the process of infl ation dynamics in the economy. No 
statistical measure, however sophisticated, is available which could 
reasonably capture the overall demand of the economy, except 
potential output. The crux of modern monetary policy making lies 
with the understanding of demand process and thus the concept of 
potential output is critically important. The path of the maximum 
sustainable level indicates that level of output that is consistent with 
stable price level. In other words, potential output is the maximum 
output an economy could produce without putting pressure on price 
level. That is potential output is that level of output at which the 
aggregate demand and supply in the economy are balanced, so that, 
infl ation tends to its long-run expected value, if other factors remains 

Table 6: Percentage of Spectral mass within the business                 
cycle frequency

Methods Percentage

HP 98.7
BP 99.6
BN 94.6
UUC 99.7
MUC - Structural 99.7
MUC - CU 84.0
SVAR - WPI 97.3
SVAR - MCI 32.7
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constant. Output gap, which is the discrepancy between the actual 
output and the potential output, indicates the presence of 
disequilibrium in the economy. When the actual output exceeds the 
potential output, i.e. the output gap becomes positive, the rising 
demand leads to an increase in the price level, if temporary supply 
factors are held constant. In case of a negative output gap, infl ation 
tends to fall.

 In this paper, empirical estimates of potential output in India are 
presented using several advanced econometric methods. The selection 
of an appropriate method to estimate output gap is done by either 
spectral analysis or regression analysis. While in the regression 
analysis, the out-of-sample forecasting performance of the regression 
equation of potential output explaining infl ation is used, in the 
spectral analysis, the method that explains the larger proportion of 
spectral mass in the range of business cycle frequencies (i.e. from 
5-quarters to 32-quarters or 15-months to 96-months) is used.

 For monthly data, the estimate of the potential growth rate for 
the Indian economy is found to vary in the range from 8.2 percent to 
10.2 percent. The estimates of the potential growth rates, based on 
the HP-fi lter, BP-fi lter, UUC model and the two SVAR methodologies 
converge within the range from 9.4 percent to 9.7 percent. For 
quarterly data, the estimates of the potential growth rate for the Indian 
economy vary in the range from 8.1 percent to 9.5 percent and 
methods like BP-fi lter, BN decomposition, UUC model and the two 
SVAR methodologies produce potential output consistently near 9.0 
percent. The diagnostics of the empirical methodologies suggest that 
UUC or MUC- structural method are most effi cient methods for 
estimation of quarterly potential output.
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Notes
1 We follow custom in referring stationary, transitory deviation from trend as 

the ‘cycle’ even if it is not periodic.
2 Beveridge-Nelson decomposition assumes a perfect negative correlation 

between shocks to the trend and cycle, whereas Unobserved Components 
model assumes the shocks to trend and cycle are uncorrelated.

3 See Annexure-I for description of MCI and construction of MCI in India.
4 This is against the unrestricted VAR methodology, where the effects of 

shocks on all variables are left unconstrained at all horizons.
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Annexure-I

Monetary Condition Index

 Monetary Condition Index (MCI) is weighted average of changes 
in an interest rate and exchange rate relative to their values in a base 
period. The weights on the interest rate and exchange rate measure 
the relative effects of these variables on the target variables like 
aggregate demand or infl ation over some period. The extent of 
monetary tightening or loosening compared to a previous period may 
be judged by observing at the two principal channels of transmission 
process – the interest rates and the exchange rates. MCI are computed 
to infer the extent of internal and external infl uences on the overall 
monetary conditions of a country. Algebraically, an MCI is written 
as,

 

 where r and e represents the interest rates  and exchange rates, 
and   and  are the corresponding weights, respectively. An increase 
in the MCI, which may occur due to an increase in the interest rates 
or exchange rates, leads to fall in the aggregate demand or infl ation. 
Thus an increase in MCI, lowers both aggregate demand and price 
level and it refl ects monetary tightening.

Estimation of MCI weights:

 Generally, the weights used to compile MCI are derived based 
on four alternative methodologies and are described as follows:

 (a) Single Equation based:

  The relative weights that measure the relative impact of 
interest and exchange rates on aggregate demand can be 
derived directly by estimating an aggregate demand equation. 
The Deutsche Bank derives the weights from an aggregate 
demand equation.
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 (b) Model based:

  Weights may also be estimated based on prior estimates of 
aggregate demand equations of existing models. The OECD 
bases the weights on the MCI from its Interlink Model.

 (c) Trade share based:

  Weights may also be derived based on the exchange rate 
variable as a function of the long-run export to GDP ratio. 
The interest rate weight is then calculated as one minus the 
exchange rate weight. The weights are interpreted as a crude 
relative measure of the effect of the exchange rate on GDP 
vis-à-vis the interest rate effect on GDP. J.P. Morgan 
constructs a real MCI for the UK based on this methodology.

 (d) Multiple equation based:

  The weights for the MCI may also be derived based on 
unrestricted vector autoregression methodology. MCI 
weights are obtained based on the impulse response function 
of aggregate output to a shock to each of the interest rate and 
exchange rate. Generally, weights are based on the cumulative 
average responsiveness to the shocks till the responses die 
out. If the variables are found to possess long-run equilibrium 
relationship, the weights can be derived based on the impulse 
response function under the cointegration framework (Batini 
and Turnbull, 2002).

Construction of MCI for India

 For the Indian economy, not much work has been done to 
construct MCI. Kannan et al (2006) constructed two MCI for the 
Indian economy. The fi rst MCI, defi ned as narrow MCI, was 
constructed based on interest rate and exchange rate, while the second 
MCI, defi ned as broad MCI, was constructed by incorporating credit 
growth along with the two rates. The weights were derived based on 
the single equation estimates of the coeffi cients of the variables on 
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the overall gross domestic product (GDP) excluding the agriculture 
& allied activities and the community, personal and social services.

 For our empirical analysis, the MCI is constructed based on the 
broad defi nition as defi ned in Kannan op cit. The form of the MCI is 
as follows,

 

 As the multiplication of MCI by a constant does not make any 
difference in the index, the MCI can be expressed in terms of the ratios,

 

 The ratios  and  are critical in computing MCI, while the 
fi rst ratio indicates the relative importance of exchange rate vis-à-vis 
the interest rate, the second ratio indicates the relative importance of 
credit growth vis-à-vis the interest rate.

 The weights in the MCI are derived based on the multiple 
equation methodology. The interest rate is represented by the average 
of the weighted call money rate (CMR), while exchange rate is 
represented by the 36-country trade based effective exchange rate of 
the Indian Rupee (either nominal (NEER36) or real (REER36)) and 
non-food credit (NFC) growth. Both the NEER36 and REER36 are 
adjusted by deviation from it base value of 100.

(a) Monthly MCI

 For deriving the weights of the monthly MCI, initially, the 
variables were tested for order of integration. The widely applied 
Augmented Dickey-Fuller (ADF) test was applied to determine the 
order of integration. Due to lack of monthly GDP, the Index of Industrial 
Production (IIP) is used to represent the output. Empirical results 
related to the ADF test are presented in Table A1. From the table, it can 
be observed that the annual point-to-point growth in IIP, CMR and 
NEER36 are I(0), while, annual point-to-point growth in NFC is I(1). 
The sample covers the period from April 1994 to December 2007.
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 To derive the weights for the MCI, we applied the method of 
unrestricted vector autoregression using the variables IIP_g, CMR, 
NEER36 and the fi rst difference of NFC_g. The impulse responses of 
IIP_g to shock of each of the other variables are found to have died 
after a period of 30-months. The following graphs present the impulse 
response function of IIP_g to the other variables.

Table A1: Augmented Dickey-Fuller Unit Root Test
At level At fi rst difference Remark

Test 
Statistic

Critical 
Value

Form of 
the ADF 

regression

Test 
Statistic

Critical 
Value

Form of 
the ADF 

regression
IIP_g -3.095

(0.029)
-2.881 Constant --- --- --- I(0)

CMR -7.739
(0.000)

-3.437 Constant,
Linear Trend

--- --- --- I(0)

NEER36 -3.832
(0.003)

-3.437 Constant --- --- --- I(0)

NFC_g -0.616
(0.449)

-1.943 None -13.940
(0.000)

-1.943 None I(1)

Note: Figures in the parentheses indicate the p-values corresponding to the null hypothesis of 
existence of unit roots.
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Table A2: Augmented Dickey-Fuller Unit Root Test
At level At fi rst difference Remark

Test 
Statistic

Critical 
Value

Form of 
the ADF 

regression

Test 
Statistic

Critical 
Value

Form of 
the ADF 

regression
NAGDP_g -3.152

(0.028)
-2.913 Constant --- --- --- I(0)

CMR -3.237
(0.002)

-1.946 None --- --- --- I(0)

NEER36 -2.358
(0.158)

-2.913 Constant -7.521
(0.000)

-1.947 None I(1)

REER36 -2.322
(0.021)

-1.946 None --- --- --- I(0)

NFC_g -4.656
(0.002)

-3.488 Constant,
Linear Trend

--- --- --- I(0)

Note: Figures in the parentheses indicate the p-values corresponding to the null hypothesis of 
existence of unit roots.

 The weights for the MCI are derived as the cumulative average 
responsiveness to the shocks till 30-months.

 Based on the above analysis, the MCI can be represented as,

 

(b) Quarterly MCI

 For deriving the weights of the quarterly MCI, initially, the 
variables were tested for order of integration using ADF. The quarterly 
non-agricultural GDP (NAGDP) is used to represent the output. 
Empirical results related to the ADF test are presented in Table A-2. 
From Table A2, it can be observed that the annual point-to-point 
growth in NAGDP and NFC, CMR (adjusted for infl ation) and 
REER36 are I(0), while, NEER36 is I(1). The sample covers the 
period from 1993-94:Q1 to 2007-08:Q3.

 To derive the weights for the MCI, we applied the method of 
unrestricted vector autoregression using the variables NAGDP_g, 
CMR, NFC_g, REER36 and the fi rst difference of NEER36. The 
impulse responses of NAGDP_g to shock of each of the other 
variables, viz. CMR, NFC_g and REER36 are found to have died 
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after a period of 22-quarters. The following graphs present the 
impulse response function of NAGDP_g to the other variables.

 The weights for the MCI are derived as the cumulative average 
responsiveness to the shocks till 22-quarters.

 Based on the above analysis, the MCI can be represented as,
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Introduction

 A large proportion of the population in India is rural based 
and depends on agriculture for a living. Enhanced and stable growth 
of the agriculture sector is important as it plays a vital role not only 
in generating purchasing power among the rural population by creating 
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on-farm and off-farm employment opportunities but also through its 
contribution to price stability. In India, although the share of agriculture 
in real GDP has declined below one-fi fth, it continues to be an 
important sector as it employs 52 per cent of the workforce. The 
growing adult population in India demand large and incessant rise in 
agricultural production. But per capita availability of food, particularly 
cereals and pulses, in recent years has fallen signifi cantly. As a result, 
slackening growth of agriculture during last decade has been a major 
policy concern.

Three main factors that contribute to agricultural growth are 
increased use of agricultural inputs, technological change and technical 
effi ciency. With savings being negligible among the small farmers, 
agricultural credit appears to be an essential input along with modern 
technology for higher productivity. An important aspect that has emerged 
in last three decades is that the credit is not only obtained by the small 
and marginal farmers for survival but also by the large farmers for 
enhancing their income. Hence, since independence, credit has been 
occupying an important place in the strategy for development of 
agriculture. The agricultural credit system of India consists of informal 
and formal sources of credit supply. The informal sources include friends, 
relatives, commission agents, traders, private moneylenders, etc. Three 
major channels for disbursement of formal credit include commercial 
banks, cooperatives and micro-fi nance institutions (MFI) covering the 
whole length and breadth of the country. The overall thrust of the current 
policy regime assumes that credit is a critical input that affects agricultural/
rural productivity and is important enough to establish causality with 
productivity. Therefore, impulses in the agricultural operations are sought 
through intervention in credit.

In order to improve the fl ow of credit to the agricultural sector, the 
Reserve Bank had advised public sector banks to prepare Special 
Agricultural Credit Plans (SACP) in 1994-95. Under the SACP, the banks 
are required to fi x self-set targets for achievement during the year (April-
March). The targets are generally fi xed by the banks about 20 to 25 per 
cent higher over the disbursements made in the previous year. With the 
introduction of SACP, the fl ow of credit to agricultural sector has 
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increased signifi cantly from Rs.8,255 crore in 1994-95 to Rs.1,22,443 
crore in 2006-07 which were higher than the projection of Rs.1,18,160 
crore. As against the target of Rs.1,52,133 crore for the fi nancial year 
2007-08, disbursements to agriculture by public sector banks under the 
plan were Rs.1,11,543 crore (provisional). As recommended by the 
Advisory Committee on Flow of Credit to Agriculture and Related 
Activities from the Banking System (Chairman: Shri V.S. Vyas), the 
Mid-Term Review of Annual Policy of RBI for 2004-05 made the SACP 
mechanism applicable to private sector banks from the year 2005-06. 
Disbursements to agriculture by private sector banks under SACP during 
2006-07 aggregated to Rs.44, 093 crore against the target of Rs.40,656 
crore. As against the target of Rs.41,427 crore for the fi nancial year 
2007-08, disbursements to agriculture by private sector banks aggregated 
to Rs.45,905 crore (provisional).

From the Government side, with a view to doubling credit fl ow to 
agriculture within a period of three years and to provide some relief to 
farmers affected by natural calamities within the limits of fi nancial 
prudence, the Union Finance Minister announced several measures on 
June 18, 2004. Accordingly, the Reserve Bank and NABARD issued 
necessary operational guidelines to banks. From the very beginning, the 
actual disbursements exceeded the targets for each of the last four years. 
As against the target of Rs.2,25,000 crore for 2007-08, all banks disbursed 
Rs.2,25,348 crore (provisional). During 2007-08, 7.29 million new 
farmers were fi nanced by commercial banks and RRBs as against the 
target of 5 million farmers fi xed by the Union Finance Minister for the 
year. The Finance Minister, in his Budget Speech for the year 2008-09, 
urged the banks to increase the level of credit to Rs.2,80,000 crore during 
the year 2008-09.

Such efforts have, however, not been transmitted to the growth 
in agriculture output. Since the mid-1990s, the growth of the 
agricultural sector has been low as well as volatile; the growth 
decelerated from an annual average of 4.7 per cent per annum during 
1980s to 3.1 per cent during the 1990s and further to 2.2 per cent 
during the Tenth Plan period. Growth in agricultural production has 
decelerated during 2006-07 with the agriculture sector characterised 
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by stagnation in output of major food grains. Per capita annual 
production of cereals declined from 192 kilogram (kg) during 1991-95 
to 174 kg during 2004-07 and that of pulses from 15 kg to 12 kg over 
the same period. Per capita availability of food grains has, thus, fallen 
close to the levels prevailing during the 1970s.

Volatility in agricultural production has not only affected overall 
growth but also exerted persistence pressure on maintaining low and 
stable infl ation. Demand-supply gaps were refl ected in higher domestic 
food prices in recent years. All these evidences apparently point to the 
fact that higher credit to agriculture is not translated into commensurate 
increase in agricultural output. In this paper, we examine this basic 
premise empirically using both macro- and micro level data.

The rest of the paper is organized as follows. Section I presents a 
brief review of recent literature on the broader issue of bank credit and 
agriculture output. Section II makes an assessment of progress in 
agriculture credit in India. Econometric methodology of dynamic panel 
data regression, including some description on the economic framework 
of the proposed model is given in Section III. Section IV presents the 
empirical results. Concluding remarks follow in Section V.

Section I. Literature Review

India has systematically pursued a supply leading approach to 
increase agricultural credit. The objectives have been to replace 
moneylenders, relieve farmers of indebtedness and to achieve higher 
levels of agricultural credit, investment and agricultural output. Among 
earlier studies, Binswanger and Khandker (1992) found that the output 
and employment effect of expanded rural fi nance has been much smaller 
than in the nonfarm sector. The effect on crop output is not large, despite 
the fact that credit to agriculture has strongly increased fertilizer use and 
private investment in machines and livestock. High impact on inputs and 
modest impact on output clearly mean that the additional capital 
investment has been more important in substituting for agricultural labor 
than in increasing crop output.
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Between bank nationalization in 1969 and the onset of fi nancial 
liberalization in 1990 bank branches were opened in over 30,000 rural 
locations which had no prior presence of commercial banks (called 
un-banked locations). Alongside, the share of bank credit and savings 
which was accounted for by rural branches raised from 1.5 and 3 percent 
respectively to 15 percent each (Burgess and Pande, 2005). This branch 
expansion was an integral part of India’s social banking experiment 
which sought to improve the access of the rural poor to cheap formal 
credit. The estimates suggested that a one percent increase in the number 
of rural banked locations reduced rural poverty by roughly 0.4 percent 
and increased total output by 0.30 percent. The output effects are solely 
accounted for by increases in non-agricultural output – a fi nding which 
suggests that increased fi nancial intermediation in rural India aided 
output and employment diversifi cation out of agriculture.

In a detailed paper, Mohan (2006) examined the overall growth 
of agriculture and the role of institutional credit. Agreeing that the 
overall supply of credit to agriculture as a percentage of total disbursal 
of credit is going down, he argued that this should not be a cause for 
worry as the share of formal credit as a part of the agricultural GDP 
is growing. This establishes that while credit is increasing, it has not 
really made an impact on value of output fi gures which points out the 
limitations of credit. In another study, Golait (2007) attempted to 
analyse the issues in agricultural credit in India. The analysis revealed 
that the credit delivery to the agriculture sector continues to be 
inadequate. It appeared that the banking system is still hesitant on 
various grounds to purvey credit to small and marginal farmers. It 
was suggested that concerted efforts were required to augment the 
fl ow of credit to agriculture, alongside exploring new innovations in 
product design and methods of delivery, through better use of 
technology and related processes. Facilitating credit through 
processors, input dealers, NGOs, etc., that were vertically integrated 
with the farmers, including through contract farming, for providing 
them critical inputs or processing their produce, could increase the 
credit fl ow to agriculture signifi cantly.
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In general, it is diffi cult to establish a causal relationship between 
agriculture credit and production due to the existence of critical 
endogeneity problem. However, Sreeram (2007) concluded that increased 
supply and administered pricing of credit help in the increase in 
agricultural productivity and the well being of agriculturists as credit is 
a sub-component of the total investments made in agriculture. Borrowings 
could in fact be from multiple sources in the formal and informal space. 
Borrowing from formal sources is a part of this sub-component. With 
data being available largely from the formal sources of credit disbursal 
and indications that the formal credit as a proportion of total indebtedness 
is going down, it becomes much more diffi cult to establish the causality. 
He also stated that the diversity in cropping patterns, holding sizes, 
productivity, regional variations make it diffi cult to establish such a 
causality for agriculture or rural sector as a whole, even if one had data. 
Finally, he argued that mere increase in supply of credit is not going to 
address the problem of productivity, unless it is accompanied by 
investments in other support services. In the present study, we take a 
re-look at the problem by quantitatively assessing the impact of 
institutional credit expansion on agriculture.

Section II. Assessment of Progress in Agricultural Credit in India

In India, the share of agriculture in the gross domestic product has 
registered a steady decline from 36.4 per cent in 1982-83 to 18.5 per cent 
in 2006-07. Agriculture growth has remained lower than the growth rates 
witnessed in the industrial and services sectors. The gap between the 
growth of agriculture and non-agriculture sector began to widen since 
1981-82, and more particularly since 1996-97, because of acceleration 
in the growth of industry and services sectors (Table 1). Even though the 
share of agriculture in GDP has declined over the years, the number of 
people dependent on agriculture for their food and livelihood has 
remained unchanged. Therefore, a number of measures were taken by 
the Reserve Bank and the Government of India for facilitating increased 
credit fl ows to the agriculture sector. With a view to doubling credit fl ow 
to agriculture within a period of three years, several measures have been 
announced. From the very beginning, the actual disbursements exceeded 
the targets for each of the last four years (Table 2).
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Table 1: Average GDP growth rates of agriculture and other 
sectors at 1999-2000 prices

(Per cent)

Period Total 
Economy

Agriculture 
& allied

Crops & 
livestock

Non-
agriculture

1 2 3 4 5 6
Pre-Green 
Revolution

1951-52 to 
1967-68 3.7 2.5 2.7 4.9

Green Revolution 
period

1968-69 to 
1980-81 3.5 2.4 2.7 4.4

Wider technology 
dissemination 
period

1981-82-
1990-91 5.4 3.5 3.7 6.4

Early Reform 
Period

1991-92 to 
1996-97 5.7 3.7 3.7 6.6

Ninth and Tenth 
Plan

1997-98 to 
2006-07 6.6 2.5 2.5 7.9

2005-06 to 
2006-07 9.5 4.8 5.0 10.7

Source: Economic Survey (2007-08).

The increased credit fl ow to agriculture has not resulted in the 
commensurate increase in production. The average rate of growth of 
foodgrains production decelerated to 1.2 per cent during 1990-2007, 
lower than annual rate of growth of population, averaging 1.9 per cent. 
The per capita availability of cereals and pulses has witnessed a decline 
during this period. The consumption of cereals declined from a peak of 
468 grams per capita per day in 1990-91 to 412 grams per capita per day 
in 2005-06, indicating a decline of 13 per cent during this period. The 

Table 2: Targets and actual disbursement to agriculture by banks
(Rs. crore)

Agency
(2004-05) (2005-06) (2006-07) (2007-08)*

Target Disbursement Target Disbursement Target Disbursement Target Disbursement
1 2 3 4 5 6 7 8 9
Comm. Banks 57,000 81,481 87,200 1,25,477 1,19,000 16,64,486 1,50,000 1,56,850

Coop. Banks 39,000 31,231 38,600 39,786 41,000 42,480 52,000 43,684

RRBs 8,500 12,404 15,200 15,223 15,000 20,435 23,000 24,814

Other Agencies 193

Total 1,05,000 1,25,309 1,41,000 1,80,486 1,75,000 2,29,401 2,25,000 2,25,348

Source: NABARD; *: Provisional; RRBs:Regional Rural Banks.
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consumption of pulses declined from 42 grams per capita per day (72 
grams in 1956-57) to 33 grams per capita per day during the same period. 
The overall production of food grains was estimated at 217.3 million 
tonnes in 2006-07, an increase of 4.2 per cent over 2005-06. Compared 
to the target set for 2006-07, it was, however, lower by 2.7 million tonnes 
(1.2 per cent). Over a medium term, there has generally been a shortfall 
in the achievement of target of foodgrains, pulses and oilseeds during 
2000-01 to 2006-07. The actual production of foodgrains on an average 
was 93 per cent of the target (Table 3). Actual production, however, was 
only 87.7 per cent of target for pulses and 85.3 per cent of target for 
oilseeds.

The production of agriculture crops, besides the weather-induced 
fl uctuations, signifi cantly depends on the availability of inputs like 
fertilizers, irrigation, certifi ed seeds, credit support and appropriate 
price signals. Minimum support prices indicated upfront and before 
the sowing seasons act as effective incentives for acreage response of 
the agricultural crops. Deviations in foodgrains and agricultural output 
from their long-term trends are determined, among other factors, by 
variations in monsoon around its long-term trend and the area under 
irrigation.

Table 3: Actual production relative to targets
(Per cent)

Crop 2001-02 2002-03 2003-04 2004-05 2005-06  2006-07 Average 
(2001-07)

1 2 3 4 5 6 7 8
Rice 101.5 77.2 95.2 88.9 104.5 100.6 94.7
Wheat 93.3 84.3 92.5 86.3 91.8 100.4 91.4
Coarse cereals 101.1 79 110.6 90.9 93.3 92.9 94.6
Pulses 89.1 69.6 99.4 85.8 88.4 93.7 87.7
Foodgrains 97.6 79.4 96.9 88.1 97 98.8 93
Oilseeds 37.8 55 102 93 105.2 82.6 85.3
Sugarcane 91.4 89.8 73.1 87.8 118.4 131.7 98.7
Cotton 68.9 57.5 91.5 109.5 112.1 122.3 93.7
Jute & Mesta 106.2 94 93.1 87.1 96.1 99.9 96.1
Source: Economic Survey (2007-08).
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On the productivity front, India is not only low relative to other 
countries in crop production, there are considerable inter-state variations. 
The productivity of wheat in 2005-06 varied from a low of 1,393 kg per 
ha in Maharashtra to a high of 4,179 kg in Punjab. The Steering 
Committee on Agriculture for the Eleventh Five Year Plan has observed 
that not only the yields differed across the States, there was a signifi cant 
gap between the performance and potential as revealed by actual yield 
and yield with improved practices adopted by farmers (Table 5).

Table 4: Rate of growth of production for major crops
(Per cent)

Year Rice Wheat Pulses  Food grains Cotton Oilseeds Sugarcane
1 2 3 4 5 6 7 8
1989-90 to 
2006-07 1.17 1.9 -0.03 1.18 2.04 1.25 1.13

1992-93 to 
1996-97 1.73 3.6 0.66 1.88 4.88 3.57 3.74

1997-98 to 
2001-02 1.13 1.26 -2.52 0.67 5.79 -4.68 1.23

2002-03 to 
2005-06 1.75 0.42 3.27 1.61 20.22 9.81 -1.23

Source: Economic Survey (2007-08).

Table 5: Interstate Variation in Actual 
yield and yield with improved practices

State Improved 
practice(I)

Farmer 
practice(F)

Actual yield 
2003-04(A) Gap (per cent)

I and F I and A
1 2 3 4 5 6

Wheat (Yield : Kg/ha – 2002-03 to 2004-05)
Bihar 3651 2905 1783 25.7 104.8
Madhya Pradesh 3297 2472 1789 33.4 84.3
Uttar Pradesh 4206 3324 2794 26.5 50.5

Rice (irrigated) (Yield : Kg/ha - 2003-04 to 2004-05)
Uttar Pradesh 7050 5200 2187 35.6 222.4
Bihar 4883 4158 1516 17.4 222.1
Chhattisgarh 3919 3137 1455 24.9 169.4

Sugarcane
Maharashtra 127440 99520 51297 28.1 148.4
Karnataka 147390 128000 66667 15.1 121.2
Bihar 74420 49440 40990 50.5 81.6
Source: Economic Survey (2007-08).
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The above mentioned facts clearly underline the need to analyze 
the effect of institutionalized agriculture credit on agriculture output in 
an econometric framework. Considering the diverse nature of agriculture 
activities and agriculture credit distribution across the country, the 
Arellano-Bond (1991) dynamic panel estimation at district level is most 
suitable as it is designed for situations with 1) “small T, large N” panels, 
meaning few time periods and many individuals; 2) a linear functional 
relationship; 3) a single left-hand-side variable that is dynamic, depending 
on its own past realizations; 4) independent variables that are not strictly 
exogenous, meaning correlated with past and possibly current realizations 
of the error; 5) fi xed individual effects; and 6) heteroskedasticity and 
autocorrelation within individuals, but not across them. Arellano-Bond 
estimation starts by transforming all regressors, usually by differencing, 
and uses the Generalised Method of Moments, and so is called “difference 
GMM” (Hansen 1982). The technical discussion of the methodology is 
given in the next section.

Section III
Methodology for estimating the effect of agricultural credit on 

production: A dynamic panel regression approach

III.1. Economic framework

When the farmer faces a credit constraint, additional credit supply 
can raise input use, investment, and hence output. This is the liquidity 
effect of credit. But credit has another role to play. In most developing 
countries where agriculture still remains a risky activity, better credit 
facilities can help farmers smooth out consumption and, therefore, increase 
the willingness of risk-averse farmers to take risks and make agricultural 
investments. This is the consumption smoothing effect of credit. Therefore, 
specifi cation of an appropriate model of agricultural credit and output is 
fraught with several econometric diffi culties. First, time series data on 
informal credit do not exist. If expansion of formal credit causes a 
reduction in informal credit, a regression of output on formal credit will 
measure the effect of expansion of credit net of the effect of reduced 
informal credit. The second econometric problem is the joint dependence 
of output and credit on other variables such as the weather, prices, or 
technology. Credit advanced by formal lending agencies such as banks 
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is an outcome of both the supply of and demand for formal credit. The 
amount of formal credit available to the farmer, his credit ration, enters 
into his decision to make investments, and to fi nance and use variable 
inputs such as fertilizer and labor. There is, therefore, a joint dependence 
between the observed levels of credit used and aggregate output. A two-
stage instrument variable (IV) procedure can solve this identifi cation 
problem. The third econometric problem arises because formal agriculture 
lending is not exogenously given or randomly distributed across space. 
That means, the banks will lend more in areas where agricultural 
opportunities are better, risk is lower, and hence, chances for loan recovery 
are higher. An unobserved variable problem thus arises for the econometric 
estimation and is associated with unmeasured or immeasurable region, 
say district characteristics. This problem can be overcome by the use of 
district-level panel data. The credit delivery to agriculture will have 
differential impacts over different regions in India. Even various districts 
in same state may be responding in a different manner to the change in 
credit delivery. Therefore, any methodology where data are pooled 
together will not be appropriate. Again, assuming exogeneity in the 
independent variables may lead to wrong results as the variables like area 
under cultivation may depend on last periods’ output. For example, an 
increase (decrease) in output in a particular district at any particular year 
leads to the chances of more (less) area of showing in the next year which 
increases (decreases) the likelihood of higher production in the subsequent 
year. This led us analyzing the data using a dynamic panel data analysis 
with instrumental variables using Arellano-Bond Regression. Using some 
select states, district level panel data is obtained and analyzed allowing 
district level unobserved heterogeneity.

III.2. Panel data methodology

Panel data is widely used to estimate dynamic econometric models. 
Its disadvantage over cross-section data is that we cannot estimate 
dynamic models from observations at a single point in time, and it is rare 
for single cross section surveys to provide suffi cient information about 
earlier time periods for dynamic relationships to be investigated. Its 
advantages over aggregate time series data include the possibility that 
underlying microeconomic dynamics may be obscured by aggregation 
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biases, and the scope that panel data offers to investigate heterogeneity 
in adjustment dynamics between different panels. A single equation, 
autoregressive-distributed lag model can be estimated from panels with 
a large number of cross-section units, each observed for a small number 
of time periods. This situation is typical of micro panel data and calls 
for estimation methods that do not require the time dimension to become 
large in order to obtain consistent parameter estimates. Assumptions 
about the properties of initial conditions also play an important role in 
this setting, since the infl uence of the initial observations on each 
subsequent observation cannot safely be ignored when the time dimension 
is short. In case of absence of strictly exogenous explanatory variables 
or instruments as strict exogeneity rules out any feedback from current 
or past shocks to current values of the variable, which is often not a 
natural restriction in the context of economic models relating several 
jointly determined outcomes (Bond, 2002). Identifi cation then depends 
on limited serial correlation in the error term of the equation, which leads 
to a convenient and widely used class of Generalised Method of Moments 
(GMM) estimators for this type of dynamic panel data model.

Consider a simple AR(1) model,

  (3.1)

where yit is an observation on some series for individual i in period t, 
yi,t−1 is the observation on the same series for the same individual in the 
previous period, ηi is an unobserved individual-specifi c time-invariant 
effect which allows for heterogeneity in the means of the yit series across 
individuals, and vit is a disturbance term. A key assumption that is 
maintained throughout is that the disturbances vit are independent across 
individuals. The number of individuals for which data is available (N) 
is assumed to be large whilst the number of time periods for which data 
is available (T) is assumed to be small, and asymptotic properties are 
considered as N becomes large with T fi xed.

The individual effects (ηi) are treated as being stochastic, which 
implies that they are necessarily correlated with the lagged dependent 
variable yi,t−1 unless the distribution of the ηi is degenerate. Initially it is 
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further assumed that the disturbances (vit) are serially uncorrelated. These 
jointly imply that the Ordinary Least Squares (OLS) estimator of α in the 
levels equations (3.1) is inconsistent, since the explanatory variable yi,t−1 
is positively correlated with the error term (ηi + vit) due to the presence 
of the individual effects, and this correlation does not vanish as the number 
of individuals in the sample gets larger. The within groups estimator 
eliminates this source of inconsistency by transforming the equation to 
eliminate ηi. Although within groups estimator is biased, in large samples, 
it is biased downwards. In specifying the model (3.1) no restriction to the 
process that generates these initial conditions is made, and a wide variety 
of alternative processes could be considered (Bond, 2002).

Instrumental variables estimators, which require much weaker 
assumptions about the initial conditions, have therefore been attractive 
in this context. Additional instruments are available when the panel has 
more than 3 time series observations. Whilst yi1 is the only instrument 
that can be used in the fi rst differenced equation for period t = 3, both 
yi1 and yi2 can be used in the fi rst differenced equation for period t = 4, 
and the vector (yi1, yi2, . . . , yi,T−2) can be used in the fi rst-differenced 
equation for period t = T. Since the model is over identifi ed with T > 3, 
and the fi rst-differenced error term Δvit has a fi rst-order moving average 
form of serial correlation if the maintained assumption that the vit are 
serially uncorrelated is correct, 2SLS is not asymptotically effi cient even 
if the complete set of available instruments is used for each equation and 
the disturbances vit are homoskedastic. The Generalised Method of 
Moments (GMM), developed by Hansen (1982), provides a convenient 
framework for obtaining asymptotically effi cient estimators in this 
context, and fi rst-differenced GMM estimators for the AR(1) panel data 
model are developed by Holtz-Eakin, Newey and Rosen (1988) and 
Arellano and Bond (1991).

Essentially these use an instrument matrix of the form
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where rows correspond to the fi rst-differenced equations for periods t=3, 
4, . . . ,T for individual i, and exploit the moment conditions

In general, the asymptotically effi cient GMM estimator based on this set 
of moment conditions minimises the criterion

using the weight matrix

where the Δvi are consistent estimates of the fi rst-differenced residuals 
obtained from a preliminary consistent estimator. Hence this is known 
as a two-step GMM estimator. Under homoskedasticity of the vit 
disturbances, the particular structure of the fi rst-differenced model implies 
that an asymptotically equivalent GMM estimator can be obtained in 
one-step, using instead the weight matrix

where H is a (T − 2) square matrix with 2’s on the main diagonal, -1’s 
on the fi rst off-diagonals and zeros elsewhere. Notice that W1N does not 
depend on any estimated parameters.

At a minimum this suggests that the one-step estimator using W1N 
is a reasonable choice for the initial consistent estimator used to compute 
the optimal weight matrix WN and hence to compute the two-step 
estimator. In fact a lot of applied work using these GMM estimators has 
focused on results for the one-step estimator rather than the two-step 
estimator. This is partly because simulation studies have suggested very 
modest effi ciency gains from using the two-step version, even in the 
presence of considerable heteroskedasticity, but more importantly 
because the dependence of the two-step weight matrix on estimated 
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parameters makes the usual asymptotic distribution approximations less 
reliable for the two-step estimator. Simulation studies have shown that 
the asymptotic standard errors tend to be much too small, or the 
asymptotic t-ratios much too big, for the two-step estimator, in sample 
sizes where the equivalent tests based on the one-step estimator are quite 
accurate (Bond, 2002).

In general, autoregressive-distributed lag models of the form

yit = Σj (αjyi,t−j)+ βxit + (ηi + vit); i = 1, 2, . . , N; 

j=1,2 T ; t = (T-j), (T-j-1) . . , T  (3.7)

where yit is the vector of dependant variable. xit can be a vector of current 
and lagged values of additional explanatory variables.

Maintaining also that the vit disturbances are serially uncorrelated, 
the xit series may be endogenous in the sense that xit is correlated with vit 
and earlier shocks, but xit is uncorrelated with vi,t+1 and subsequent shocks; 
predetermined in the sense that xit and vit are also uncorrelated, but xit may 
still be correlated with vi,t−1 and earlier shocks; or strictly exogenous in the 
sense that xit is uncorrelated with all past, present and future realisations 
of vis. If xit is assumed to be endogenous then it is treated symmetrically 
with the dependent variable yit. In this case the lagged values xi,t−2, xi,t−3 and 
longer lags (when observed) will be valid instrumental variables in the 
fi rst-differenced equations for periods t = 3, 4, . . . , T . Maintaining also 
that the initial conditions yi1 are predetermined, the complete set of moment 
conditions available has the form of (3), in which the vector (yi1, . . . , yi,t−2) 
is replaced by the vector (yi1, . . . , yi,t−2, xi1, . . . , xi,t−2) in forming each row 
of the instrument matrix Zi. If we make the stronger assumption that there 
is no contemporaneous correlation and the xit series is predetermined, then 
xi,t−1 is additionally available as a valid instrument in the fi rst-differenced 
equation for period t. In this case (yi1, . . . , yi,t−2) is replaced by the vector 
(yi1, . . . , yi,t−2, xi1, . . . , xi,t−2, xi,t−1) to form the instrument matrix Zi. If we 
make the much stronger assumption that xit is strictly exogenous, then the 
complete time series xi = (xi1, xi2, . . . , xiT ) will be valid instrumental 
variables in each of the fi rst-differenced equations. In this case (yi1, . . . , 
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yi,t−2) is replaced by the vector (yi1, . . . , yi,t−2, x_i) to form the instrument 
matrix (Bond, 2002).

The only assumption required on the initial conditions yi1 is that they 
are uncorrelated with the subsequent disturbances vit for t = 2, 3. . . T in, 
which case the initial conditions are said to be predetermined. The correlation 
between yi1 and the individual effects ηi is left unrestricted, and there is no 
requirement for any stationarity condition to be satisfi ed. Together with the 
previous assumption that the disturbances vit are serially uncorrelated, 
predetermined initial conditions imply that the lagged level yi,t−2 will be 
uncorrelated with Δvit and thus available as an instrumental variable for the 
fi rst-differenced equations. The resulting 2SLS estimator is consistent in 
large N, fi xed T panels, and identifi es the autoregressive parameter α 
provided at least 3 time series observations are available (T > 3).

When T > 3 and the model is overidentifi ed, the validity of the 
assumptions used to obtain (3.3) can be tested using the standard GMM 
test of overidentifying restrictions, or Sargan test. In particular N*JN in 
(3.4) has an asymptotic χ2 distribution under the null that these moment 
conditions are valid (Sargan, 1958, 1988; Hansen, 1982). In this context 
the key identifying assumption that there is no serial correlation in the 
vit disturbances can also be tested by testing for no second-order serial 
correlation in the fi rst-differenced residuals (Arellano and Bond, 1991).

Section IV. Empirical Analysis

 Before explaining the results of the regression model as indicated 
in the earlier section, association in terms of correlation between 
agriculture credit and output based on the district level data for 2007 is 
assessed. Then, we discuss the empirical results of the dynamic panel 
regression using state-level data and fi nally results of the same based on 
districts level data of select states are presented.

IV.1. Association between agriculture credit and output: some 
empirical assessment

 Indicus Analytics, a private sector organization, came out with 
district GDP data, classifi ed by agriculture, industry and others for 



 IMPACT OF AGRICULTURAL CREDIT ON AGRICULTURE PRODUCTION 91

the year 2007.1 With a view to analyze the association between 
agriculture credit and output, the data district GDP from agriculture 
data (DGDP_AG) of major states are juxtaposed with district-level 
agricultural credit data (as per place of utilization) as available in 
Basic Statistical Returns of all scheduled commercial banks (BSR 1, 
March 2007). In addition to the credit amount outstanding (AG_C), 
the number of credit accounts to agriculture (N_AG_C) is also used. 
The (Pearson’s) correlation coeffi cients for districts within the states 
have been derived to indicate the direction and extent of relationship 
between GDP and credit. The elasticity of bank credit on GDP has 
been chosen to measure the responsiveness of the relationship to 
changes in bank credit to the GDP (Table 6).

The correlation coeffi cients of GDP and bank credit in respect of 
agriculture for the states Andhra Pradesh, Chattisgargh, Jharkhand, 
Orissa, Rajasthan, Tamil Nadu, Uttar Pradesh, Uttranchal and West 
Bengal were positive and statistically signifi cant at 1 per cent level. The 
correlation coeffi cients were signifi cant for Assam, Bihar, Maharashtra, 
Meghalaya, Sikkim at 5 per cent level. However, the correlation 
coefficients were not found significant for the states like Gujarat, 
Haryana, Himachal Pradesh, Jammu & Kashmir, Karnataka, Kerala, 
Madhya Pradesh and Punjab. The log elasticity of bank credit to GDP 
of agriculture were highly signifi cant for the states Andhra Pradesh, 
Assam, Bihar, Chhattisgarh, Jharkhand, Madhya Pradesh, Maharashtra, 
Orissa, Rajasthan, Tamil Nadu, Uttar Pradesh and Uttaranchal at one 
per cent level. Extension of formal credit to agriculture may play a 
signifi cant role on the agriculture output in these states. On the other 
hand, bank credit does not seem to play a major role on the agriculture 
output in Haryana, Jammu & Kashmir, Karnataka and Kerala. The fl ow 
of credit for agriculture in the states of Uttar Pradesh, Andhra Pradesh, 
Maharashtra, West Bengal, Rajasthan, Tamil Nadu, Bihar, Orissa, 
Assam, Chhattisgarh, Jharkhand, Uttaranchal, etc., are very important 
as these states contributes signifi cantly towards agriculture GDP and 
the elasticity of credit to GDP is also signifi cantly high. Interestingly, 
when agriculture credit is extended to more people, as demonstrated by 
the number of agricultural credit account, it has translated to higher 
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Table 6: Correlation of District GDP and 
Bank Cr edit at District Level: 2007

State
No. of 

districts
Correlation

(DGDP_
AG, AG_C)

Log-
Elasticity
(DGDP_

AG, 
AG_C)

Rank
Correlation

(DGDP_
AG, N_
AG_C)

Average
DGDP_
AG (Rs. 

lakh)

Average
AG_C 

(Rs. lakh)

1 2 3 4 5 6 7
Andhra Pradesh 22 0.77* 0.66* 0.67* 248234 87346

Assam 23 0.42** 0.70* 0.52** 71483 4386

Bihar 37 0.50** 0.58* 0.60* 69559 17897

Chhattisgarh 16 0.70* 0.67* 0.79* 58961 11783

Gujarat 25 0.19 0.42** 0.50** 152787 48758
Haryana 19 0.12 0.05 0.72* 119075 51571

Himachal Pradesh 12 0.06 0.47** 0.54*** 44403 10530

Jammu & Kashmir 14 0.43 0.66 0.77* 56967 7826

Jharkhand 18 0.59* 0.60 0.56** 40816 6420

Karnataka 27 0.12 0.05 0.65* 109415 75980

Kerala 14 -0.19 -0.03 0.42 127711 60785

Madhya Pradesh 45 0.21 0.47* 0.56* 72148 22951

Maharashtra 33 0.37** 0.50* 0.72* 157593 36207

Orissa 30 0.60* 0.46* 0.72* 74577 12722

Punjab 17 0.26 0.36** 0.67* 205346 74078

Rajasthan 32 0.74* 1.02 * 0.67* 106739 40342

Tamil Nadu 27 0.53* 0.64 * 0.62* 96348 64578

Uttar Pradesh 69 0.69* 0.65 * 0.83* 127330 33806

Uttaranchal 13 0.78* 0.49 * 0.70* 41327 10797

West Bengal 17 0.81* 0.55 * 0.70* 276601 28430

Total 510 0.53* 0.51 * 0.70* 113195 35658

*, ** and *** indicate statistical signifi cance at 1%, 5% and 10%, respectively.
DGDP_AG= District domestic product from agriculture.
AG_C = District level bank credit to agriculture.
N_AG_C = District level bank credit account to agriculture.

output. This is true for most of the states, except Kerala. Therefore, 
empirical association clearly indicates that fi nancial inclusion of farmers 
in the organized fi nancial system boosts agriculture output.
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With the objective identifying the role of bank credit in agriculture 
growth, the dynamic panel data regression with instrumental variables 
is performed with agriculture output as the dependant variable and total 
outstanding agriculture credit amount, total outstanding agriculture 
credit accounts, total agriculture area and rainfall as the regressors. 
Here analysis is done in two parts. First, an all India level analysis is 
undertaken involving all the variables for which data are available at 
state level, in a panel setup, which allows state level unobserved 
heterogeneity in the model. Secondly, using data of some select states, 
district level panel data model is estimated and analyzed allowing 
district level unobserved heterogeneity.

IV.2 Aggregate analysis using State-level panel data

 In this section, 20 major states in India are included in the analysis 
for a period from 2001 to 2006.2 The period of study is confi ned to 
the above mentioned time period mainly due the restricted data 
availability. The state-wise agriculture output is obtained from the 
'State wise estimates of value of output from agriculture and allied 
activities (Base: 1999-2000)', Central Statistical Organisation, Ministry 
of Statistics and Programme Implementation, Government of India. 
The total rainfall in the monsoon season (June to September) is used 
to obtain the excess/defi cit rainfall in different subdivisions for 
different years. The state level data on total credit outstanding and 
total number of credit accounts for the scheduled commercial banks 
are available in the 'Basic Statistical Returns of Scheduled Commercial 
Banks in India', Reserve Bank of India. This data source is utilised to 
obtain the credit amount outstanding and total number of agriculture 
accounts for direct, indirect and total agriculture credit of schedule 
commercial banks in India. All the variables except rainfall is 
standardized using population size of the state obtained from the 
projected data of 2001 population census. The variables used in the 
study are mentioned below as follows.

pcagout Per capita agriculture output in rupees
pctacam Per capita total agriculture credit amount outstanding in 

rupees
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pctacn Per capita total number of agriculture credit accounts 
outstanding per one lakh population

pcagar Total agriculture area in square meter standardized by 
population

rain Absolute deviation from normal rain.
pcdacam Per capita agriculture direct credit amount outstanding in 

rupees
pcidacam Per capita agriculture indirect credit amount outstanding in 

rupees
pcdacn Per capita number of direct agriculture credit accounts 

outstanding per one lakh population
pcidacn Per capita number of indirect agriculture credit accounts 

outstanding per one lakh population

A dynamic panel regression model is estimated with per capita 
agriculture output as the dependent endogenous variable. The per capita 
direct agriculture credit amount outstanding, per capita direct agriculture 
credit number of accounts, pre capita indirect agriculture credit amount 
outstanding, pre capita indirect agriculture credit number of accounts 
and agriculture area are used as predetermined regressors, while rainfall 
is treated as a strictly exogenous variable. The lagged values of the 
endogenous and predetermined variables; and exogenous variable are 
used as instrumental variables. All variables except rainfall used in this 
equation and subsequent equations are in their fi rst difference form. As 
described in the above section a difference GMM is used to obtain the 
parameter estimates. The results obtained from one-step are reported 
because of downward bias in the computed standard errors in two-steps. 
The validity of the instruments is verifi ed using Sargan test for over 
identifying restrictions and is found to be satisfactory (Note in Table 7). 
The difference residuals exhibited signifi cant fi rst order serial correlation 
and no second order serial correlation (Note in Table 7). Therefore it 
satisfi es another essential assumption for the consistency of the system 
GMM estimator i.e. no serial correlation in the error terms.

 The results from Table 7 reveal that only agriculture area is 
signifi cant in explaining the variation in agriculture output, even after 
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adjustment of heteroskedasticity-consistent standard errors. Thus, the 
credit-output relationship of agriculture is diffi cult to establish at the 
state level. Agriculture is typically a localized regional economic activity 
and, therefore, its aggregation over states may hide the spatial 
heterogeneity. In order to establish a clear picture of the impact of 
agriculture credit on agriculture output, we examined further by drilling 
down to district level and the results are discussed in the section below.

IV.3 State Level Analysis with Districts as the Panel 

As the agriculture activities tend to perform rather different across 
districts, a district level panel data is obtained and analyzed allowing 
district level unobserved heterogeneity. The data of the variables 

Table 7: GMM estimates for the all India 
level regression equation

Variable GMM 
estimates

Robust
Std. Err. z Prob. [95%

Conf. Interval]
Δpcagout (-1) 1.0724 0.1176 9.1200 0.0000 0.8420 1.3029
Δpcdacam -0.0166 0.0276 -0.6000 0.5480 -0.0708 0.0375
Δpcdacam(-1) 0.0172 0.0335 0.5100 0.6080 -0.0485 0.0829
Δpcdacn -0.0155 0.0102 -1.5200 0.1280 -0.0354 0.0045
Δpcdacn(-1) 0.0164 0.0132 1.2400 0.2140 -0.0095 0.0422
Δpcidacam 0.1148 0.0589 1.9500 0.0510 -0.0007 0.2302
Δpcidacam (-1) -0.0579 0.0398 -1.4600 0.1450 -0.1359 0.0200
Δpcidacam (-2) -0.0728 0.0582 -1.2500 0.2110 -0.1868 0.0412
Δpcidan 0.2434 0.1713 1.4200 0.1550 -0.0923 0.5792
Δpcidan (-1) -0.2793 0.2355 -1.1900 0.2360 -0.7408 0.1822
Δpcidan (-2) 0.2371 0.1518 1.5600 0.1180 -0.0604 0.5346
Δpcagar 0.0234 0.0051 4.6000 0.0000 0.0134 0.0333
Rain -0.1800 0.2412 -0.7500 0.4560 -0.6528 0.2928
Note:
GMM results are one-step estimates with heteroskedasticity-consistent standard errors and test 
statistics.
Arellano-Bond test that average autocovariance in residuals of order 1 is 0:
H0: no autocorrelation z = -2.00 Pr > z = 0.0454
Arellano-Bond test that average autocovariance in residuals of order 2 is 0:
H0: no autocorrelation z = 0.95 Pr > z = 0.3404
Sargan test of over-identifying restrictions: chi2(25) = 6.64 Prob > chi2 = 0.99
(Sargan is a test of the over identifying restrictions for the GMM estimators, asymptotically 
χ2. This test uses the minimised value of the corresponding two-step GMM estimators.)
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mentioned in the previous subsection are not available for all the 
districts in India. Therefore, the analysis is performed for districts of 
select states namely Maharashtra, Andhra Pradesh, Punjab and West 
Bengal. The period of study is from 2001 to 2006. The district level 
agriculture output is not available as such in public domain. But 
district wise production and farm harvest prices of various agriculture 
commodities are available with Directorate of Economic and Statistics, 
Department of Agriculture and Corporation, Ministry of Agriculture, 
Government of India.3 This information is utilised to estimate the district 
level agriculture output. For compilation of this only main agriculture 
commodities are selected.4 The cultivated area of different agriculture 
crops is also available from the same source and this information is 
utilised to obtain the area under cultivation for different districts. The 
subdivision wise normal and actual rainfall is published on a regular 
basis by Indian Metrological Department. The total rainfall in the 
monsoon season (June to September) is used to obtain the excess/defi cit 
rainfall in different subdivisions for different years. The district level 
data on total credit outstanding and total number of credit accounts for 
the schedule commercial banks are available in Basic Statistical Returns 
of Scheduled Commercial Banks, Reserve Bank of India. This source of 
data also provide the information on credit amount outstanding and total 
number of agriculture accounts for direct, indirect and total agriculture 
credit of schedule commercial banks in India.5 All the variables expect 
rainfall is standardized using population size of the district obtained 
from 2001 population census.

 The fi rst model identifi es the effect of per capita direct agriculture 
credit amount outstanding and per capita indirect agriculture credit 
amount outstanding on per capita agriculture output (Table 8). This 
model is estimated with per capita agriculture output as the dependent 
endogenous variable. The per capita direct agriculture credit amount 
outstanding, per capita indirect agriculture credit amount outstanding 
and agriculture area are used as predetermined regressors, while rainfall 
is treated as a strictly exogenous variable. The lagged values of the 
endogenous and predetermined variables and exogenous variables are 
used as instrumental variables. All variables except rainfall used in this 
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equation and subsequent equations are in their fi rst difference form. 
As described in the above section a difference GMM is used to obtain 
the parameter estimates. Again, the results obtained from one-step are 
reported because of downward bias in the computed standard errors in 
two-step. The validity of the instruments is verifi ed using Sargan test 
for over identifying restrictions and is found to be satisfactory (Note in 
Table 8). The difference residuals exhibited signifi cant fi rst order serial 
correlation and no second order serial correlation (Note in Table 8). 
Therefore it satisfi es the essential assumption for the consistency of the 
system GMM estimator i.e. the assumption of no serial correlation in 
the error terms.  

 The results presented in Table 8 indicate that agriculture area 
is having a signifi cant positive impact and rainfall (measured as 
deviation from normal) is negatively affecting the agriculture output 
and is signifi cant, which is consistent with the general beliefs. It 
can be noted from Table 8 that indirect agriculture credit amount 
and its fi rst lag are insignifi cant in describing the variation in the 

Table 8: GMM estimates for the second regression equation
Variable GMM 

estimates
Robust 

Std. Err. z Prob. [95%
Conf. Interval]

1 2 3 4 5 6 7
Δpcagout (-1) 0.0605 0.1531 0.3900 0.6930 -0.2396 0.3605

Δpcdacam 0.1100 0.0317 3.4700 0.0010 0.0479 0.1722

Δpcidacam 0.1683 0.1739 0.9700 0.3330 -0.1726 0.5093

Δpcidacam (-1) 0.0980 0.1026 0.9600 0.3390 -0.1030 0.2990

Δpcagar 0.5268 0.1501 3.5100 0.0000 0.2326 0.8211

Rain -0.8378 0.3039 -2.7600 0.0060 -1.4334 -0.2421

Note:
GMM results are one-step estimates with heteroskedasticity-consistent standard errors and 
test statistics.
Arellano-Bond test that average auto covariance in residuals of order 1 is 0:
H0: no autocorrelation   z =   -2.17    Pr > z =  0.0298
Arellano-Bond test that average auto covariance in residuals of order 2 is 0:
H0: no autocorrelation   z =    1.09 Pr > z =  0.2753
chi2(11) =    19.52      Prob > chi2 = 0.0529
(Sargan is a test of the over identifying restrictions for the GMM estimators, asymptotically 
χ2. This test uses the minimised value of the corresponding two-step GMM estimators.)
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agriculture output. On the other hand, the intervention through direct 
agriculture credit has signifi cant positive impact on agriculture 
output. In particular, change in per capita agriculture direct credit 
(amount outstanding) by one per cent will lead to increase in per 
capita agriculture output by 0.11 per cent. This effect is, however, 
more stronger from the area under cultivation; an increase in per 
capita agriculture area by one per cent has the potential of raising 
the per capita agriculture output by more than 0.5 per cent. The 
output effect of rainfall on agriculture in India is still very severe; 
the deviation of rainfall from normal by one per cent could adversely 
affect agriculture output growth by 0.8 per cent. 

 The above defi ned regression equation is further modifi ed by 
including number of accounts of direct agriculture credit and number 
of indirect agriculture credit accounts. The parameters are estimated 
using difference GMM (Table 9). The lagged values of the endogenous 
and predetermined variables and exogenous variables are used as 
instrumental variables. The validity of the instruments and assumption 
of no serial correlation in the error terms are tested using Sargan test for 
over identifying restrictions and Arellano-Bond test (Note in Table 9) 
and are found to be satisfactory.

 The results from Table 9 reveal that the direct agriculture credit 
amount is signifi cant and positively explains the variation described in 
the agriculture output. While the number of indirect agriculture credit 
accounts is signifi cant at 10 per cent level and positive at fi rst lag. 
That is more people benefi ted from the indirect fi nance to agriculture 
current year may lead to higher output next year. As in the case of 
earlier models agriculture area is having a signifi cant positive impact 
and rainfall (measured as deviation from normal) is negatively affecting 
the agriculture output. However, the effect of rainfall deviation from 
normality to agriculture output got substantially reduced once we 
control for the fi nancial inclusion indicator like number of people 
covered under agricultural loan facilities from the formal institutional 
mechanism. The indirect agriculture amount outstanding and direct 
number of agriculture accounts is found to be insignifi cant in explaining 
the variation in agriculture output.
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Section V. Concluding Remarks

 Over the years there has been a signifi cant increase in the access 
of rural cultivators to institutional credit and, simultaneously, the role 
of informal agencies, including moneylenders, as a source of credit 
has declined. Available data suggest that agricultural credit has been 
rising in recent years as a share of both the value of inputs and the 
value of output. Among the striking features of the agricultural credit 
scene in India are the wide regional disparities in the disbursement of 
agricultural credit by scheduled commercial banks. At the same time 
the share of agricultural GDP is falling in total GDP. In this context 
this paper examines the role of direct and indirect agriculture credit 
in the agriculture production taking care of the regional disparities 
in agriculture credit disbursement and agriculture production in an 
econometric framework. This is done using Dynamic Panel Data 
Analysis with Instrumental Variables using Arellano-Bond Regression 
using district level data from four select states namely Maharashtra, 
Andhra Pradesh, Punjab and West Bengal belonging to four different 

Table 9: GMM estimates for the second regression equation
Variable GMM 

estimates
Robust 

Std. Err. Z Prob. [95%
Conf. Interval]

1 2 3 4 5 6 7
Δpcagout (-1) 0.1292 0.1040 1.2400 0.2140 -0.0745 0.3329
Δpcdacam 0.1050 0.0259 4.0500 0.0000 0.0542 0.1558
Δpcdacn -0.0121 0.0101 -1.2000 0.2320 -0.0318 0.0077
Δpcidacam -0.1215 0.1017 -1.1900 0.2320 -0.3208 0.0779
Δpcidacam (-1) -0.0132 0.0252 -0.5200 0.6010 -0.0625 0.0361
Δpcidan 0.1926 0.1461 1.3200 0.1870 -0.0938 0.4791
Δpcidan (-1) 0.2330 0.1251 1.8600 0.0630 -0.0122 0.4783
Δpcagar 0.6321 0.1470 4.3000 0.0000 0.3441 0.9202
Rain -0.2447 0.2947 -0.8300 0.4060 -0.8223 0.3330
Note:
GMM results are one-step estimates with heteroskedasticity-consistent standard errors and 
test statistics.
Arellano-Bond test that average autocovariance in residuals of order 1 is 0:
H0: no autocorrelation   z =  -4.48    Pr > z = 0.0000
Arellano-Bond test that average autocovariance in residuals of order 2 is 0:
H0: no autocorrelation   z =    1.61 Pr > z = 0.1082
Sargan test of over-identifying restrictions:   chi2(46) =  62.74      Prob > chi2 = 0.051
(Sargan is a test of the over identifying restrictions for the GMM estimators, asymptotically 
χ2. This test uses  the minimised value of the corresponding two-step GMM estimators.)
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regions in India. Using Arellano-Bond Regression this paper tries to 
address two econometric problems namely joint dependence of output 
and credit and unmeasured or immeasurable district characteristics. 

 The analysis suggests the direct agriculture credit amount has a 
positive and statistically signifi cant impact on agriculture output and its 
effect is immediate. The number of accounts of the indirect agriculture 
credit also has a positive signifi cant impact on agriculture output, but 
with a year lag. These results reveal that even though there are several 
gaps in the present institutional credit delivery system like inadequate 
provision of credit to small and marginal farmers, paucity of medium 
and long-term lending and limited deposit mobilisation and heavy 
dependence on borrowed funds by major agricultural credit purveyors, 
agriculture credit is still playing a critical role in supporting agriculture 
production in India. As suggested by Mohan (2006), its role can be 
further enhanced by much greater fi nancial inclusion by involving of 
region-specifi c market participants, and of private sector suppliers in all 
these activities, and credit suppliers ranging from public sector banks, 
co-operative banks, the new private sector banks and micro-credit 
suppliers, especially self-help groups.
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Notes:
1 District GDP of India, 2006-07 - Methodology : At the fi rst step, Gross 
State Domestic Product, 2006-07 for each Sector has been estimated for the 
year 2006-07 using CSO’s time series GSDP fi gures at factor cost and at 
current prices for 1999-00 to 2005-06. Secondly, in order to distribute these 
state GDP numbers across districts, variables/indicators have been identifi ed 
that have the most signifi cant impact on GDP for that specifi c sector with the 
help of a detailed econometric analysis. Third, based on these variables an 
index is created separately for each sector and this index proportion is used 
to distribute the state level GDP fi gures obtained across districts within a 
state. Fourth, district level GDP obtained as above have been crosschecked 
with already published Government fi gures for districts from three states- 
Andhra & Arunachal Pradesh, Karnataka and Jammu & Kashmir for 2000-
2001 so as to maintain consistency. Since GDP is estimated for all districts 
in the country, same methodology is adopted for all states. This obviously 
puts certain limitations on data that could be used, given the divergence 
in data availability across time and across states. The main data sources 
used for the analysis are NAS, CSO, RBI, Census (2001), National Sample 
Survey Organization’s, NDSSPI etc.
2  States included are: Andhra Pradhesh, Assam, Bihar, Chhattisgarh, Gu-
jarat, Haryana, Himachal Pradhesh, Jammu & Kashmir, Jharkhand, Karna-
taka, Kerala, Madhya Pradhesh, Maharashtra, Orissa, Punjab, Rajasthan, 
Tamil Nadu, Uttar Pradhesh, Uttarakhand and West Bengal.
3  The data is available in the Ministry’s website http://www.dacnet.nic.in/
eands/APY_96_To_06.htm
4   List of these commodities include Arhar (Tur), Bajra, Cotton (lint), Gram, 
Groundnut, Jowar, Maize, Rapeseed & Mustard, Rice, Soyabean, Sugarcane 
and Wheat.
5  At present, scheduled commercial banks (excluding RRBs) are expected 
to ensure that priority sector advances constitute 40 per cent of net bank 
credit and within the overall lending target of 40 per cent, 18 per cent of net 
bank credit goes to the agricultural sector. To ensure that the focus of banks 
on direct agricultural advances does not get diluted, lending under indirect 
fi nance should not exceed one-fourth of the agricultural sub-target of 18 
per cent, i e, 4.5 per cent of net bank credit. The classifi cation of direct and 
indirect agriculture loans by scheduled commercial banks in India are given 
in Annex 2.
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Micro Finance and Financial Inclusion 
of  Women: An Evaluation
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 World over, micro fi nance is looked upon as means of credit-based poverty alleviation 
and fi nancial inclusion. This study uses secondary and primary data on SHGs in order to 
evaluate the role played by these institutions towards fi nancial inclusion of the groups/
regions excluded from the formal fi nancial system. In this connection, the study also 
analyses the geographical spread of micro fi nance institutions, access and affordability of 
micro fi nance for women borrowers and movement of women borrowers out of SHGs. The 
fi ndings of this study refl ect the signifi cantly limited scale and spread of micro fi nance in 
India. The continued dependence of women members belonging to mature SHGs on informal 
sources, as revealed from the primary data, further corroborates the point regarding the 
limited spread of micro fi nance. The relatively high rates of interest on SHG loans, which 
are comparable with the rates of informal sector, underline the issue of affordability of 
micro fi nance for poor borrowers. Further, an issue related to interest rates is that of dropouts 
of members. The most commonly noted cause for dropouts among SHG members is the 
irregular repayments of loans. The members complain of an inability to repay their loans on 
time and subsequently drop out. Hence, the observations of this note refl ect the considerable 
scope for micro fi nance to evolve as an effective means of fi nancial inclusion that is 
accessible and affordable for the excluded groups/regions and that can help loosen the grip 
of informal sources of fi nance and ensure permanent inclusion of the excluded sections in 
the ambit of formal fi nance.
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  This is an evaluation study of micro fi nance in India using 
secondary and primary data on SHGs. The primary objective of this 
study is to evaluate SHGs as a means of fi nancial inclusion of the 
groups/regions excluded from the formal fi nancial system. In this 
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connection, the study looks at the issues of geographical spread of 
micro fi nance institutions and SHGs, access and affordability of micro 
fi nance for women borrowers and movement of women borrowers 
out of SHGs.

  The study uses secondary data from the annual publication of 
National Bank for Agriculture and Rural Development (NABARD) on 
micro fi nance, namely, “Progress of SHG-Bank Linkage Programme 
in India”. Further, it also uses secondary data from the latest round 
of All India Debt and Investments Survey conducted by National 
Sample Survey Organisation (NSSO). The primary data are drawn 
from a fi eld level survey of SHGs and SHG members conducted 
in 2006 in Kancheepuram district of Tamil Nadu, a State that has 
been known to be one of the leading States in the country in the 
development of micro fi nance.

  The study is organised as follows. In Section I, we introduce 
the concept of micro fi nance as it is understood worldwide and as it 
has been implemented in India. In Section II, we discuss the concept 
of fi nancial inclusion as it is described offi cially in India and its 
link with micro fi nance and the issues involved therein. In Section 
III, we discuss the secondary data on micro fi nance to analyse the 
geographical and agency-wise spread of micro fi nance in India. We 
also look at the existing scale of micro fi nance in India. In Section 
IV, we discuss fi rst the features of the primary dataset used for the 
present study and then, our major fi ndings from the primary data. We 
provide our concluding observations in Section V.

Section I
Concept of Micro Finance and its Implementation in India

  Micro fi nance originated in Bangladesh with the institution of 
Grameen Bank in 1983. The basic principles of micro fi nance that 
distinguish it from the earlier modes of credit delivery are small 
amounts of loan, lack of physical collateral but emphasis on social 
collateral or peer monitoring and focus on women borrowers. With 
these three factors, micro fi nance is expected to effectively tackle 
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the three problems that are often encountered in any credit delivery 
programme designed for the poor namely, targeting, screening 
of borrowers, and enforcement of the credit contract.1 Under the 
model of micro fi nance promoted by the Grameen Bank, women 
borrowers are organised into Self-Help Groups (SHGs), which would 
be entitled to borrow from the lending institution either for their 
individual or group requirements. Such groups are normally created 
by women from similar socio-economic background that strengthen 
the solidarity among these women. The involvement of the entire 
group at each stage of seeking the loan and its repayment is essential 
in ensuring peer monitoring.

  In several countries across the world, micro fi nance originated 
from the activity of Non-Governmental Organisations (NGOs) that 
were aided largely or partly by foreign donors for their lending 
operations.2 There were also cases such as in Indonesia, where 
micro fi nance was promoted directly through state owned banks/
organisations.

  Against this background, the Indian experiment with micro 
fi nance was different in mainly two respects. First, India involved 
its public banks network to provide micro fi nance. The commercial 
banking network, whose development after bank nationalisation in 
terms of geographical spread and functional reach is often deemed 
unparalleled in the world, was roped in for micro fi nance. The micro 
fi nance experiment in India has been described by NABARD as 
relationship banking rather than parallel banking elsewhere in the 
world.3 In this experiment, there exists a link between SHGs, NGOs 
and Banks. The SHGs are formed and nurtured by NGOs and only 
after accomplishing a certain level of maturity in terms of their 
internal thrift and credit operations; they are entitled to seek credit 
from the banks. There is an involvement of the concerned NGO 
before and even after the SHG-Bank linkage. This variant of micro 
fi nance is most popular in India.4

  Secondly, thrift fi rst and not credit fi rst was considered to be 
the basis for micro fi nance in India. SHGs in India were encouraged 
towards saving within the group and managing their own fi nances 
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and giving loans internally and then to deposit their savings with a 
bank thus providing them access to the banking network and fi nally, 
negotiating with the bank for credit.

  The SHG-Bank linkage programme, which was undertaken 
since 1992 in India, had fi nanced about 22.4 lakh SHGs by 2006. 
It involved commercial banks, Regional Rural Banks (RRBs) and 
cooperative banks in its operations, the details of which would be 
discussed in Section III.

Section II
Micro Finance and Financial Inclusion

  Financial inclusion has been defi ned as the “provision of 
affordable fi nancial services” (RBI, 2006a) to those who have been 
left unattended or under-attended by formal agencies of the fi nancial 
system. These fi nancial services include “payments and remittance 
facilities, savings, loan and insurance services” (ibid.). Micro fi nance 
has been looked upon as an important means of fi nancial inclusion 
in India (RBI, 2006b). As already discussed, the Indian concept of 
micro fi nance encourages access of SHGs to banks both as means 
of savings and providers of loan services. However, going a step 
further, we can say that micro fi nance has to act proactively not 
just as a means of fi nancial inclusion and also has to work towards 
reducing dependence of poor borrowers on various informal sources 
of credit that are often notorious for the onerous terms at which they 
offer credit. An effective fi nancial inclusion is possible only with the 
accomplishment of the second.

  Given the defi nition of fi nancial inclusion, any means for 
fi nancial inclusion, to begin with, has to be not just easily accessible 
but also affordable to the borrowers, who do not have access to 
formal fi nancial system. Secondly, it should ensure that over time the 
borrowers are able to reduce their dependence on informal sources 
of fi nance and a certain degree of loyalty towards SHGs, which can 
work towards permanent or effective inclusion of these borrowers 
into the formal banking network.
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Section III
Certain Issues regarding the Scale and Spread of 

Micro Finance in India

  The pace at which micro fi nance has spread in India has been 
undoubtedly impressive. Taking data from NABARD, we fi nd that 
the number of SHGs increased signifi cantly from 637 in 1994 to 
22.4 lakh by 2006 (Table 1).5 Similarly, there was a vast increase in 
the amount of bank credit provided to the SHGs during this period. 
This includes credit provided by all three key institutions, namely 
commercial banks, Regional Rural Banks and cooperative banks. 
Of these, commercial banks have been instrumental in fi nancing the 
largest number of SHGs till now (Table 2).

  Notwithstanding its expansion, there are three observations 
that need to be made about the scale and spread of micro fi nance 
in India. First, regarding its scale, micro fi nance still remains a 
minuscule portion of total bank credit in India. The micro fi nance 
provided by the two major institutions, namely commercial banks 
and RRBs constituted less than one per cent of the total credit from 
these institutions in 2007 (Table 3).6

   Another interesting albeit rough statistic that can highlight the 
relatively small scale of fi nance to SHGs is that the total cumulative 
credit disbursed through SHG-Bank linkage programme right from its 
inception in 1992 to 2006 by commercial banks, RRBs and cooperative 
banks formed only 6 per cent of the total agricultural credit disbursed 
in just one year of 2005-06 by these institutions together.

Table 1: Cumulative number and amount of credit to SHGs
(Amount in Rs. lakh)

Year Cumulative number of SHGs Cumulative amount of bank credit
India Tamil Nadu India Tamil Nadu

1994 637 74 80 9
2006 2238565 312778 113975400 27121900

Note : Figures for 1994 pertain only to 11 States, where the pilot project of SHG-Bank 
linkage was implemented.

Source : NABARD (2006), Nanda (1995).
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  Secondly, not only that credit to SHGs had an extremely small 
share in total credit and total loan accounts, we fi nd that there was a 
falling trend in these shares during the fi ve-year period from 2002 to 
2007 (Table 3).

  The third point regarding the regional spread of micro fi nance is 
that there has been a signifi cant concentration of these institutions in the 
Southern region of the country (Table 4).7 By 2006, more than half of 
the SHGs were located in the Southern region and about three fourth of 

Year
Amount of credit 

outstanding to SHGs 
(in Rs. crore)

Total credit 
outstanding

(in Rs. crore)

Number of loan 
accounts for 

SHGs

Total loan 
accounts

2002 41321 2258529 290904 483280
(1.8) (0.5)

2007 81156 10094629 53034408 166820470
(0.8) (0.3)

Table 3: Percentage share of credit outstanding to SHGs in total 
credit outstanding of scheduled commercial banks 

(including RRBs)

Note :  Figures in brackets indicate percentage share of accounts/amount to SHGs in total 
accounts/amount.

Source :  Basic Statistical Returns, various issues.

Table 2: Cumulative number of and amount of credit to 
SHGs, by agency, 2006

(Amount in Rs. crore)

Agency Cumulative number of 
SHGs

Cumulative amount of 
bank credit

1. Commercial banks 1188040 698745
(53.1) (61.3)

1.1 Public sector banks 1141570 643968
(51.0) (56.5)

1.2 Private sector banks 46470 54777
(2.1) (4.8)

2. Regional Rural Banks 740024 332215
(33.1) (29.1)

3. Cooperative banks 310501 108795
(13.9) (9.5)

All banks 2238565 1139754
(100.0) (100.0)

Note: Figures in brackets indicate percentage share in total.
Source: NABARD (2006).
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the bank credit was given to SHGs located in this region.8 Of the total 
number of SHGs in the Southern region, one fourth were located in 
Tamil Nadu, the State from which we have primary level information.

  Interestingly, the Southern region has historically been the most 
vanguard region in terms of banking development in the country. 
A greater concentration of micro fi nance is possibly owing to the 
already well-developed banking infrastructure in the region but it 
further reinforces the existing inequality between regions in the 
development of banking infrastructure.

  Further, as micro fi nance is essentially driven towards including 
the poorer sections of the population into the ambit of banking, it 
is useful to compare the supply of micro fi nance to the number of 
poor across regions in order to judge the effective spread of micro 
fi nance. We fi nd taking this indicator too, the spread of micro fi nance 
works out to be the largest in the Southern region and the smallest 
in the Central region. We fi nd that the number of SHGs (formed on a 

Table 4: Cumulative number of and amount of bank credit to 
SHGs, by regions, 2006

Notes : 1. Figures in brackets indicate percentage share in total for India.
  2. The region-wise classifi cation of States follows from the NABARD publication.
Source :  NABARD (2006).

Region Cumulative number of 
SHGs

Cumulative amount of 
bank credit

Northern region 133097 39859
(5.9) (3.5)

North-Eastern region 62517 16570
(2.8) (1.5)

Eastern region 394351 93542
(17.6) (8.2)

Central region 267915 80501
(12.0) (7.1)

Western region 166254 52514
(7.4) (4.6)

Southern region 1214491 856769
(54.3) (75.2)

Tamil Nadu 312778 271219
(14.0) (23.8)

India 2238565 1139754
(100.0) (100.0)
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cumulative basis) per 1,000 poor persons in the Southern region was 
about four to fi ve times more than the corresponding fi gure in other 
regions.9 Given that an SHG normally comprises 15 members and 
that about 60 per cent of SHGs in the country have members from 
families belonging to the Below Poverty Line (BPL) category (as 
found by NCAER, 2008), we can estimate that even for the Southern 
region, only about one third of its poor population is covered by 
SHGs (Table 5). Further, in the case of Tamil Nadu, the coverage of 
poor persons by SHGs is only about 8 per cent. Here, however, we 
need to remember that there are arguments from scholars that the 
offi cial poverty line under-estimates the number of poor persons in 
the country (Swaminathan, 2000). In this case, the coverage by SHGs 
of poor persons is expected to be even narrower.

  Fourthly and fi nally, as micro fi nance is regarded as a means 
of drawing greater number of women into the banking system, we 
analyse the trends in bank credit to and deposits from women and 
juxtapose the same with the fi gures for men in order to understand 
the degree of absolute and relative fi nancial exclusion of women. 

Note : Figure for population below poverty line is taken from NSSO for the year 2004-05. 
The comparison here assumes that the cumulative number of SHGs were all functional  
in 2005.

Source : NABARD (2006), GOI (2007). 

Table 5: Cumulative number of and bank credit to SHGs per 
person below poverty line, 2005

Region
Cumulative number 

of SHGs per thousand 
persons below poverty line

Cumulative bank credit 
to SHGs per person below 

poverty line (Rs. ‘000)

Northern region 8 24
North-Eastern region 10 28
Eastern region 5 13
Central region 3 10
Western region 5 16
Southern region 36 252
Tamil Nadu 9 37
India 9 48
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Here, for women’s credit, we consider together (group) credit to 
SHGs and (individual) credit to women as provided in the Basic 
Statistical Returns. In the case of deposits, however, as data on 
(group) deposits from SHGs are not separately available, we consider 
only the (individual) deposits from women. It may be noted that the 
(group) credit to SHGs may not be entirely credit to women but it 
is principally credit to women and hence, can be clubbed together 
with individual credit to women for arriving at a proxy for total bank 
credit to women.

  On the bank credit front, there was an evident disparity between 
women and men. On an average, there were 21 loan accounts per 
10,000 women as against 118 loan accounts per 10,000 men in 2007 
(Table 6). Further, the average amount of credit outstanding per 
woman in 2007 was Rs. 1,139 as compared to Rs. 5,652 per man 
(Table 7). These statistics need to be contrasted with the fact that 
women constituted half (48.4 per cent) of the total population making 
93 women per every 100 men in the country in the same year. If we 
considered deposits, the proportion worked out to be much higher 
(Tables 6, 7). During the six-year period considered in Tables 6 and 
7, there appeared to be a change towards reducing the gender gap but 
even then, women’s access to basic banking facilities remained at 
disquietingly low levels.

Year
Loan accounts per 10,000 persons Deposit accounts per 10,000 persons

Women Men Women Men

2001 2 19 2149 5731
(11) (37)

2007 21 118 2123 5858
(18) (36)

Table 6: Loan and deposit accounts per 10,000 persons, for 
women and men

Notes : 1. Figures in brackets indicate percentage share of accounts of women to those of men.
  2. Loan accounts for women for 2007 includes individual loan accounts for women 

and loans accounts of SHGs.
Source :  Basic Statistical Returns, various issues, <www.censusindia.net>.
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Section IV
Access and Affordability of Micro Finance as Evident from 

Primary Data

  The primary data are drawn from a fi eld level survey conducted 
in 2006 in Kancheepuram district of Tamil Nadu by Centre for Micro 
Finance (CMF).10 These data are collected through interviews of 
both SHGs and SHG benefi ciaries in the district using structured 
schedules. These SHGs were promoted and nurtured by Hand-in-
Hand, a non-Governmental organisation based on Tamil Nadu that 
has been working in the fi eld of micro fi nance. There were 35 SHGs 
selected for the survey and three members from each SHG were 
interviewed making the total sample size of 105 members. The SHGs 
were randomly selected from the group of SHGs who were operational 
for fi ve years or more in the district. The information on the operation 
of SHGs was taken from the loan registers maintained with Hand-
in-Hand. Further, from each group, the animator or the group leader 
along with two members were randomly selected for interview.

Certain general observations about the SHG members

  The sample of SHG members selected for the survey reveals 
the following points. First, the entire sample was of women SHG 
members. Secondly, about 56 per cent of the women interviewed 
reported a family income of less than Rs. 40,000 per annum making 

Year
Credit per capita Deposits per capita

Women Men Women Men

2001 625 4290 3219 10669
(15) (30)

2007 1139 5652 5310 17721
(20) (30)

Table 7:  Amount of credit and deposits per capita, for women and men

Notes : 1. Figures in brackets indicate percentage share of amount of women to that of men.
  2. Credit amount for women for 2007 includes individual credit to women and credit 

of SHGs.
Source :  Basic Statistical Returns, various issues, <www.censusindia.net>.
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their monthly family income approximately Rs. 3,300. Thirdly, about 
26 per cent of these women were housewives, but the rest 74 per 
cent were engaged in various occupations. The most important being 
agricultural labour followed by cultivation and then, weaving. Given 
that Kancheepuram district is known for its silk weaving business, 
weaving offered an important source of livelihood for these women 
(though that might not have been the main source of income for their 
families). Fourthly, about 77 per cent of these women belonged to 
landless category with no land owned by their respective families. 
Even those few families, which owned land, had land less than 2 
acres making each of such families “marginal” landowners.

Heavy reliance on informal sources of fi nance

  The sampled women members belonging to various SHGs in the 
studied region relied heavily on other informal sources of fi nance 
notwithstanding the fact that they were associated with the SHGs for 
over fi ve years and in the micro fi nance parlance, were considered as 
matured members.

  The informal sources, which the surveyed members drew 
upon, were primarily professional moneylenders (Table 8). There 
were also members that reported loans from relatives and friends, 
which as revealed by most primary level surveys, is an innocuous 
source of fi nance that is drawn on by any individual in times of need. 
These loans normally come interest free. However, the loans from 
moneylenders are loans taken often at heavy (explicit and implicit) 
rates of interest. Hence, for the present discussion, we mainly focus 
on loans from moneylenders.

Source Number of loans Percentage of loans

Bank 10 10.8
Professional moneylenders 39 41.9
Relatives and friends 25 26.9
Other sources 19 20.4
Total 93 100.0

Source: Primary data.

Table 8: Number of loans of SHG members, by 
sources other than SHGs
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  Juxtaposing the data provided by the All India Debt and 
Investment Survey (AIDIS) in 2003 for Tamil Nadu, we get a fairly 
similar picture of the predominance of informal sources in general, 
moneylenders in particular. We fi nd that of the total number of rural 
households in the State, 68 per cent reported having taken at least 
one loan from informal sources and of these, 53 per cent reported 
at least one loan from professional moneylenders (Table 9). Further, 
only 14.4 per cent of the rural households in the State reported at 
least one loan from commercial banks. Evidently, there was greater 
dependence on informal sources, particularly moneylenders in Tamil 
Nadu than in India as a whole.

High interest cost of micro fi nance

  The interest cost of micro fi nance was high as revealed by the 
survey and was in fact comparable to the rates charged by moneylenders. 
Over 75 per cent of the SHGs surveyed charged rates in the range 
of 24 to 36 per cent per annum (Table 10). These rates were almost 
double the rates charged by banks. The modal rate of interest charged 

Table 9: Percentage of households reporting at least one loan 
outstanding, by source

Source Tamil Nadu India

Formal Sources 44.4 50.7
Government 1.9 3.0
Cooperatives 26.1 26.1
Commercial banks 14.4 21.5
Other sources 5.6 2.5

Informal Sources 68.0 58.3
Landlord 1.4 1.4
Agricultural moneylender 4.6 12.3
Professional moneylender 53.1 25.9
Trader 0.9 3.3
Relatives and friends 7.4 14.1
Others 4.3 3.9

Note : The fi gures may not add up to 100 as there are households that have taken loans 
from more than one source.

Source : NSSO (2006).
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by banks as revealed by the survey was 12 per cent per annum (Table 
11). Interestingly, however, the rates of interest on SHG loans were 
fairly comparable to the rates charged by moneylenders in the study 
region; about one third of moneylenders’ loans were in the range of 
24 to 36 per cent (Table 12). Moneylenders in the region charged even 
higher rates of interest going up to 240 per cent per annum. Given the 

Table 10: Distribution of SHGs, by rates of interest
Interest rate Number of SHGs Percentage of SHGs
12.0 1 3.0
13.2 1 3.0
18.0 5 14.0
24.0 26 74.0
36.0 1 3.0
Not reported 1 3.0
Total 35 100.0

Source: Primary data.

Table 11: Percentage distribution of loans by SHG members from 
banks, by interest rates

Interest rate equal to Number of loans Percentage of loans
9.0 1 10.0
10.0 2 20.0
12.0 3 30.0
Not reported 4 40.0
Total 10 100.0

Source: Primary data.

Table 12: Percentage distribution of loans by SHG members from 
moneylenders, by interest rates

Interest rate equal to Number of loans Percentage of loans

24 1 2.6
36 13 33.3
60 3 7.7
120 13 33.3
144 3 7.7
240 2 5.1
Not reported 4 10.3
Total 39 100.0

Source: Primary data.
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fact that most of the loans from SHGs were taken towards production 
related purposes (Table 13), we expect that any member borrowing 
from SHGs has to get a rate of return of over 24-36 per cent from her 
business venture in order to break even, which indeed is a high rate 
of return to be expected from the small business ventures that these 
women put their funds to.11

  Again, we compare the data available from the AIDIS in this 
regard and fi nd that 43 per cent of the rural households in the State 
reported at least one loan outstanding at rates higher than 30 per cent 
per annum (Table 14). This was in line with the observation made 
earlier regarding the dominance of informal sources of fi nance for 
households in the State.

Movement of members out of SHGs

  Of the total number of SHGs surveyed, more than half of the 
SHGs (18 SHGs) reported dropouts of up to 3 members since the 
time of their formation (Table 15).12 As against this, only 6 per cent 
of the SHGs (2 SHGs) reported an addition of members while about 

Table 13: Percentage distribution of loans from SHGs, by purpose

Purpose Share in amount Share in number

1 Directly income generating activities 52.0 28.0
1.1 Agriculture 12.0 5.0
1.2 Livestock 1.0 1.0
1.3 Business/shop 39.0 21.0
      1.3.1 Silk business 14.0 6.0

2 Consumption related activities 44.0 70.0
2.1 House construction 0.3 0.3
2.2 Education 6.0 6.0
2.3 Health 36.0 61.0
2.4 Ceremonial expenditure 2.0 2.0
2.5 Others 0.05 0.04

3 Not reported 4.0 3.0
Total 100 100

Source: Primary data.
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43 per cent of the SHGs (15 SHGs) had the same number of members 
since the time of their formation.

  For the majority of the groups the dropout rate (number of 
dropouts as a per cent of the initial number of members) varied 
between 5 and 10 per cent (Table 16). The number of SHGs tended 
to fall as we moved towards higher dropout rate classes. When the 
information was collected from the SHGs to fi nd the possible causes 
of dropouts, it was observed that most of these members exhibited 
irregular repayments of their loans. These members complained of 
an inability to repay their loans and subsequently were either asked 

Table 14: Percentage distribution of households reporting at least 
one loan outstanding, by interest rate classes

Interest rate class Tamil Nadu India

0 13.8 17.3
0 < rate < 6 0.7 3.0
6 < rate < 10 2.5 2.8
10 < rate < 12 5.1 5.5
12 < rate < 15 20.2 26.3
15 < rate < 20 19.4 16.3
20 < rate < 25 15.6 14.4
25 < rate < 30 0.4 0.3
30 < rate 43.2 26.8
Not reported 0.0 0.9
Total 100.0 100.0

Note: Interest rate classes are as given in NSSO (2006).
Source: NSSO (2006).

Table 15:  Number of SHGs classifi ed by the dropout/
addition of members

SHGs Number of SHGs Percentage of SHGs

With dropouts 18 51.4
With no dropouts 15 42.9
With additions 2 5.7
Total 35 100.0

Source: Primary data.
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to leave by the organisers or they dropped out. The inability to repay 
needs to be seen in the light of the earlier discussion on interest rates.

  There were natural causes like death and other causes, such as 
migration or husband’s/family’s opposition for drop outs but they 
appeared relatively less important. Most (60 per cent) of the members 
who dropped out, kept their savings with the group, which were used 
to settle their loans.

Section V
Concluding Observations

  This note was a preliminary attempt to understand the scale and 
spread of micro fi nance as an important tool of fi nancial inclusion in 
India using secondary and primary level data.

  Following are the major concluding observations from the exercise 
based on secondary data. First, micro fi nance albeit its expansion 
has remained a minuscule of bank credit in India. In 2007, that is a 
decade and half since its inception in the form of SHG-Bank linkage 
programme, credit to SHGs constituted less than one per cent of the 
total bank credit from scheduled commercial banks. Secondly, the 
data available for the last fi ve years show that there has been a falling 
trend in the percentage share of bank credit to and loan accounts held 
by SHGs. Thirdly, there has been considerable regional disparity in 
terms of the spread of micro fi nance in India. The Southern region of 
India is way ahead of the other regions not just in terms of the absolute 

Table 16: Number of SHGs with dropouts, by dropout rate

Dropout rate Number Percentage

0 < rate < 5 1 5.6
5 < rate < 10 8 44.4
10 < rate < 15 4 22.2
15 < rate < 20 4 22.2
20< rate < 25 1 5.6
Total 18 100.0

Source: Primary data.
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number of SHGs formed and the bank credit supplied to these SHGs 
but also in terms its coverage of poor persons residing in this region. 
A comparison with the number of poor persons is useful as micro 
fi nance is essentially a means of providing bank credit to the poor 
sections of the population. Given that the Southern region has been 
historically one of the well-developed regions in terms of banking 
infrastructure, this concentration of micro fi nance undoubtedly adds 
to regional disparity. Fourthly, as micro fi nance is primarily driven 
towards women, the coverage of women under the existing banking 
network can also be an indicator of the spread of micro fi nance. 
Though there are about 93 women per 100 men in India, there were 
only 21 loan accounts per 10,000 women as compared to 118 loan 
accounts per 10,000 men in the country. Further, on an average, the 
amount of bank credit outstanding per woman worked out to Rs. 20 
for Rs. 100 outstanding per man. The disparity in terms of deposits 
was little less but it still refl ected the wide gap that prevailed in the 
fi nancial inclusion of women vis-à-vis men.

  The major observations based on primary data collected from 
Kancheepuram district of Tamil Nadu from SHG members and SHGs 
(functional for over fi ve years) are as follows. First, the surveyed SHG 
members relied heavily on informal sources of fi nance in general, 
moneylenders in particular, despite their longstanding association 
with their respective SHGs. The dependence on professional 
moneylenders of rural households in Tamil Nadu also came out 
from the data provided by the recent All India Debt and Investment 
Survey. Secondly, the rates of interest of SHG loans ranged between 
24 and 36 per cent per annum, which was almost double the rate on 
bank credit reported by SHG members and fairly comparable to the 
rates of interest reported on moneylenders’ loans. Thirdly, more than 
half of the surveyed SHGs reported dropouts of up to 3 members per 
group and the major reason for dropping out as reported by SHGs was 
the inability of the concerned members to repay on time and hence, 
either the members dropped out on their own or they were asked to 
leave by the organisers. Majority of these members, however, left 
their savings with the groups which were used to settle their loans.



126 RESERVE BANK OF INDIA OCCASIONAL PAPERS

  To conclude, the fi ndings of this study refl ect the signifi cantly 
limited scale and spread of micro fi nance in India. The continued 
dependence of women members belonging to mature SHGs on 
informal sources corroborates the point made earlier regarding the 
spread of micro fi nance. The high interest rates on SHG loans also 
points towards the affordability of micro fi nance for the poorer 
borrowers who in effect are expected to have a very high rate of return 
from their business ventures in order to just cover the interest cost. 
Hence, the observations made in this note refl ect the considerable 
scope for micro fi nance to evolve as a means of fi nancial inclusion 
that is accessible and affordable for the excluded groups/regions and 
that can help loosen the grip of informal sources of fi nance and bring 
the excluded sections permanently into the ambit of formal fi nance.

Notes:
1 See Hulme and Mosley (1996) for a discussion on this issue.

2 As regards Grameen Bank, it was originally sponsored by the central 
bank of Bangladesh and some state owned commercial banks and foreign 
donor institutions. It was subsequently made into an independent banking 
organisation through government legislation. For a major part from its 
inception, Grameen Bank relied on funds from foreign donors. However, 
since 1995, Grameen Bank claims to have become self-reliant and does not 
rely on foreign funds. See <www.grameen-info.org> for these details.

3 See Jayaraman (2001).

4 There are two other major variants of micro fi nance popular all over 
the world. In one of these, NGOs directly provide credit to SHGs. They 
may be seeking credit themselves either from banks or from foreign donor 
institutions. In the second one of these, banks themselves create and nurture 
and provide credit to SHGs. For discussion on some other types of variants, 
see Nanda (1994).

5 The SHG-Bank linkage programme as a pilot project was started in 
1992. However, we were able to get the required information only from 
1994 onwards.
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6 For this comparison, we have used data from Basic Statistical Returns, 
which from 2002 has started capturing the fi nance given to SHGs and 
NGOs. It is noteworthy that in India, banks lend very little through NGOs 
as compared to their own loans to SHGs. We fi nd that credit to NGOs 
formed only about 11 per cent of the total bank credit to SHGs and NGOs 
in 2007, see NABARD (2008).
7 The Region-wise classifi cation of Indian States is given in Appendix I. 
It follows from the NABARD publications.
8 In the Southern region, it was Andhra Pradesh that topped the list in 
terms of the development of micro fi nance. The regional inequality in mi-
cro fi nance is a point that has been noted earlier in some studies; see for 
example, Chakrabarti (2005).
9  As the number is cumulative, we assume here that all those SHGs were 
functional  in 2005.
10 The survey was conducted by Lucie Gadenne and Veena Vasudevan 
for CMF. A part of these data were made available to us for our study by 
the CMF. For various details regarding the survey, we have drawn on the 
original report by Gadenne and Vasudevan (2007).
11 The question of what is an ideal rate of return for such small business 
ventures started with SHG loans is diffi cult to answer. We found some 
evidence regarding the rates that are expected by venture capitalists. Based 
on a sample of venture capitalists from across fi ve countries, one study 
suggested that these capitalists require a rate of return between 36 and 45 
per cent for early stages of investment and 26 and 30 per cent for later 
stages involving expansions, acquisitions, etc. (Manigart et al).
12  It needs to be reiterated at this juncture that all the SHGs surveyed were 
functioning for more than 5 years.

References:

Chakrabarti, Rajesh (2005), “The Indian Microfi nance Experience - 
Accomplishments and Challenges”, <http://papers.ssrn.com>.

Gadenne, Lucie and Veena Vasudevan (2007), “How do Women in Mature 
SHGs Save and Invest their Money? – Evidence from Self-Help Groups in 
India, Centre for Micro Finance, Working Paper Series No. 18, Chennai.



128 RESERVE BANK OF INDIA OCCASIONAL PAPERS

Government of India (2007), “State-wise Poverty Estimates for 2004-05 – 
Press Information Bureau”, March.

Hulme, David and Paul Mosley (1996), Finance against poverty, Volume I, 
Routledge publications, London.

Jayaraman, B. (2001), “Micro Finance: Retrospect and Prospects”, 
Occasional Paper, -20, NABARD.

Manigart, Sophie, Koen De Waele, Mike Wright and Ken Robbie (2008), 
“Determinants of Required Return in Venture Capital Investments – A Five 
Country Study”, Journal of Business Venturing, Vol. 17, No. 4, July.

NABARD (2008), State of Micro Finance in India - 2006-07, Mumbai

NABARD, Progress of SHG-Bank Linkage in India, various issues.

Nanda, Y.C. (1994), Country Report- India, APRACA-GTZ Regional 
Workshop on the Linkage Programme: Focus on Implementation Issues, 
26-28 October.

Nanda, Y.C. (1995), “Signifi cance of Establishing Linkages with SHGs and 
Banks”, NABARD.

Reserve Bank of India (2006a), “Financial Inclusion and Millennium 
Development Goals”, Address by Usha Thorat, Deputy Governor of the 
Reserve Bank of India, January 16, available at http://www.rbi.org.in.

Reserve Bank of India (2006b), “Economic Growth, Financial Deepening 
and Financial Inclusion”, Speech by Rakesh Mohan, Deputy Governor of 
the Reserve Bank of India, November 20, available at http://www.rbi.org.in.

Reserve Bank of India, Basic Statistical Returns, various issues.

Swaminathan, Madhura (2000), Weakening Welfare – The Public 
Distribution of Food in India, Leftword, New Delhi.



 MICRO FINANCE AND FINANCIAL INCLUSION  OF WOMEN   129

Appendix 1
Region-wise classifi cation of States

Northern region
Haryana
Himachal Pradesh
Jammu and Kashmir
New Delhi
Punjab
Rajasthan
North-Eastern region
Arunachal Pradesh
Assam
Manipur
Meghalaya
Mizoram
Nagaland
Sikkim
Tripura
Eastern region
Andaman and Nicobar Islands
Bihar
Jharkhand
Orissa
West Bengal
Central region
Chhatisgarh
Madhya Pradesh
Uttar Pradesh
Uttarakhand
Western region
Goa
Gujarat
Maharashtra
Southern region
Andhra Pradesh
Karnataka
Kerala
Pondicherry
Tamil Nadu
India
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Non-tax Sources in India – Issues in Pricing and Delivery of 
Services, Mahesh C.Purohit and Vishnu Kanta Purohit (Gayatri 
Publications: Delhi), 2010; pp vi+217, Rs. 700.

 The book on ‘Non-tax Sources in India – Issues in Pricing and 
Delivery of Services’ highlights the signifi cance of non-tax sources in 
resource mobilising exercise of States, the trade off that exists between 
economically viable non-tax structure and pricing strategies, which are 
different for public and  private goods. The book spells out its objectives 
- the structure and trends of non-tax revenue across States, suggestions 
for rational non-tax structure keeping in view the economic viability to 
generate larger resources, fi scal measures that is politically palatable and  
institutional preparedness. The introductory chapter delves on various 
facets of non-tax sources including its defi nition, component-wise 
analysis. The book, however, limits its scope to only those non-tax 
revenues which originate from administrative departments and 
departmental undertakings that are of non-commercial nature. 

 The second chapter sets out the ‘Fiscal Signifi cance of States’ Own 
Non-Tax Sources’ not only in India but also in other countries. Trends 
in own non-tax revenue of the Indian states indicate that while there is 
an increase in absolute term over the years, as percent to aggregate 
receipts, it has gradually declined from 11.6 per cent in 1993-94 to 8.4 
per cent in 2002-03 and further to 2.9 per cent in 2003-04. In terms of 
contribution of own non-tax revenue to Gross State Domestic Product 
(GSDP) some of the states indicate an increasing trend such as Goa, 
followed by Gujarat, Punjab and Tamil Nadu. The study concentrates 
on the recoveries from economic, social and general services as their 
growth is more reliable as compared to other sources such as interest 
receipts, dividend and profi ts. Though these sources of non-tax revenue 
have great potential yet these do not have much signifi cance in the State 
budgets for which policy restructuring is essential.

 The third Chapter on ‘Pricing Strategy for Non-Tax Revenue’, 
reviews the literature relating to pricing theories for public utilities for 
different categories of non-tax revenue. The study highlights the 
difference in pricing strategy for a private good as against for publicly 
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provided private goods and public utilities. The Chapter delineates 
various pricing theories and keeping in view the limitations of each 
theory, a mix of these theories is suggested. This Chapter also attempts 
to elaborate on application of these of theories in various types of 
utilities. In this context, principles of ‘user charges’ and related issues 
such as costs and problems in price measurement as well as issues 
involved in designing user charges are dealt in detail. Issues with regard 
to designing appropriate user charges, lack of information, the cost of 
collection, stickiness of user charges etc., are also set out in detail. 
Nevertheless, attempt needs to be made to move towards appropriate 
user charges keeping in view the specifi c benefi ts offered by public 
good/ utility. Further, the study observes the variation in States cost 
recovery policy in line with the stated objective which shows up in 
different cost recovery ratios across states. 

 This is followed by ‘Revenue Realisation from Non-Tax Sources’ 
in chapter four which besides focusing on the trends across States and 
comparative picture in different countries also emphasises the need for 
a State to improve their recovery rate juxtaposed with the data of other 
states. The study identifi es a desired rate of recovery to its expenditure 
(RR/RE) for each service which is the norm for all states. Desired RR/
RE is ‘the rate’ which the States should aim at and make continuous 
efforts to attain. As a second step, the study compares the adequacy of 
the actual average RR/RE with the actual RR/RE of the best performing 
State from amongst the 15 major States for each service. An effort is 
made at estimating relative effi ciency of States. The exercise reveals that 
the RR/RE varies among the services as also among States. Among the 
major States, Goa’s recovery from services as well as from the economic 
services has been highest as compared to other States. At disaggregated 
level, RR/RE has risen for only two services ( education and roads and 
bridges) in all States. 

 Drawing from the above, the chapter fi ve on ‘Rationalising Structure 
of Non-Tax Revenue’ reviews the user charges for some of the services 
keeping in view the objective of equity and effi ciency. The chapter 
attempts to analyse a few select services such as education, medical and 
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public health, water supply and sanitation, etc. In doing so, the study 
draws parallel practices existing in other countries and suggests certain 
policy prescription in each of the above services to address the principle 
of equity and effi ciency. A key omission in this section is the power 
sector, which has perhaps the greatest problems in the area of cost 
recovery. For example, in education, it is suggested that the primary 
education be subsidised while the user charges for secondary and higher 
education be designed in such a way that they are progressive according 
to the income groups. Greater private fi nancing for higher education and 
involvement of private sector with strong government regulatory 
mechanism. These principles are of crucial importance for practical 
policy purpose. It is argued that states would have to accord greater 
priority to non-tax revenues as ability of government to tap important 
tax bases is limited.

 Keeping in view the above issues, chapter six on ‘Procedural 
Reforms and Issues in Delivery of Service’ highlights the amount of 
pressure on the government in delivery of its services both effectively 
and effi ciently which is greatly infl uenced by the complexities in the 
procedure of delivery of services. This undermines the real purpose of 
service delivery more being access to the needy. Detailing the limitations 
observed in providing services, the author suggests that there needs to 
be proper regulation and enforcement to raise awareness level and to 
create a sense of accountability amongst the service providers through 
effective use of information technology thereby ensuring effi cient service 
delivery to the needy. To attain good governance and to strike a good 
balance between client-provider relationships, the study suggests that 
decentralisation can play a better role in service management. 

 The concluding chapter on ‘Issues and Policy Imperatives’ is a 
nutshell of all the above chapters. The chapter lists out policy prescriptions 
for select services with a view to garner more resources for the States. 
A study in non-tax revenue has its own limitations and the introductory 
chapter lays out some of these. As a result, other sources of non tax 
revenue like interest receipts and dividend and profi ts which forms about 
13 per cent of States’ own non tax revenue are not covered in the study. 
For instance, the main limitation being data availability and the study 
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*  Smt R. Kausaliya is Director in the Department of Economic Analysis and Policy, 
Reserve Bank of India, Mumbai.

observes clearly that there is no uniform practice in data presentation in 
the budgets across the State governments. Further, not all receipts by the 
government get accounted for in its consolidated fund. For instance, in 
education, though students pay a variety of fees, only the tuition fees are 
credited to the treasury. Similarly, in public health, in some States, the 
user charges paid by the outpatients are not put into the consolidated 
fund. The study does not cover power sector which is faced with lot of 
complexities in collection of resources. The exercise of RR/RE limits 
itself to the return in value terms and the externalities generated by these 
goods which are far more and have a long term benefi t are not factored 
in. For example, expenditure in education, public health cannot be 
measured purely on return in value terms as they have long term benefi ts. 
Overall, as the yardstick for comparison of recovery rate being the same 
across the States, the methodology can be used for measuring inter-State 
effi ciency in collecting the user charges. 

               

R. Kausaliya*
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