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Foreword 

The Reserve Bank has been taking several steps for the upgradation of ~echnology 

in the banking industry with a view to improving customer service. Phased computerisation 

of bank operations, computerised settlement of clearing house operations at major 

centres and introduction of magnetic ink character recognition technology for 

computerised processing of cheques in the metropolitan centres are some of the steps 

taken in this direction. Banking involves movement of funds across the cO'.mtry and 

beyond the frontiers. It also involves col1ection of data relating to banking transactions, 

consolidating them and using the information for different purposes such as decision 

making, control of operating centres and policy making by banks and others. Banking 

transactions take place at numerous branches spread throughout the country and fOI 

the quick movement of data relating to banking transactions, efficient communication 

facilities are necessary. The availability of dependable communication facilities would 

help in providing improved banking service to customers. Recognising the need for 

quick receipt ana despatch of messages and data as wel1 as on-line exchange of 

information among different banks and different offices of the same bank for various 

purposes, a Committee was constituted by the Reserve Bank under the Chairmanship 

of Shri T.N.A.Iyer, former Executive Director of the Bank to recommend a suitable 

communication network for banks in India. Government Departments (Banking Division, 

Department of Electronics, Department of Telecommunications), Indian Banks' Association 

and a few banks were represented on the Committee. The Committee also considered 

the modalities of implementation of SWIFT in India. Shri Iyer and the other members 

of the Committee have considered the m~tter in great depth and made useful and 

comprehensive reco~rnend3tions towards the setting up of an efficient com'Tlunications 

network for banks. The Reserve Bank is grateful to Shri T.N.A. Iyer and his colleagues 

for this valuable Report. It is hoped th:'lt the BANK NET project which will serve the 

Indian banking (commercial and cooperative) industry and aJl financial institutions 

and the participation by Indian banks in SWIFT as envisaged in the Report of the 

Committees on Communication Network for B"rlks and SWIFT Implementation would 

be realised soon and would result in better service to customers. 

Reserve Bank of India 

Bombay, 9.5.1988. 

c. RANGARAJAN 

Deputy Governor 
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CHAPTER 1 

Introduction 

The multifold increase in the volume of cheque collection business 

and the number of branches of banks gave rise to the need for mechanical 

processing of cheques and payment instruments in the clearing houses, 

particularly in the metropolitan centres. As recommended by a Working 

Group appointed by the Reserve Bank of India, cheque processing has 

been mechanised at Bombay and Madras with the help of computers and 

cheque reader sorter systems. Similar processing will be extended to Delhi 

and Calcutta soon and to more centres progressively. The growth of the 

banking industry, the diversification of its activities in the seventies 

and the requirements of information systems for administration, control and 

policy formulation gave rise te, the need for mechanisation and computeri­

sation. These requirements were studied by the Committee on Mechanisation 

in Banking Industry appointed by the Reserve Bank of India under the 

Chairmanship of Dr. C. Rangarajan, Deputy Governor of the Reserve Bank 

of India. Mechanisation and Computerisation in banking industry is proceeding 

apace in a planned manner, pu~-suant to the recommendations of the Committee. 

Several important branches of banks have been mechanised and a number 

of minicomputers have been installed in zonal !regional office of banks; 

more branches and zonal offices will be mechanised/computerised in 

the next 2 years; by then Head Offices of banks will also have larger 

computers as envisaged by the Committee. 

Use of communications for data transmission and networking of 

computers is, however, practically non-existent. In the absence of quick 

communication facilities, information regarding movement of funds (banks I 

own, customers', etc.) reach destinations late resulting in inefficient use 

of funds; data is transmitted by paper which is a slow and costly method 

since the papers have to be handled at several stages. Recognising the 

need to improve communication for (a) near instant receipt and despatch 

of digital, textual and other messages, between different offices of a 

bank and also different banks and (b) on line sharing of information 

amongst different banks as well as different offices of the same bank for 



prompt decision making, a Committee was constituted under the Chairman­

ship of Shri T.N.A. Iyer, Executive Director, Reserve Bank of India to 

recolllrlend a suitable domestic communication network for banks in India. 

Banke; recognised the need for better communication to facilitate 

international transactions and foreign exchange business. They, therefore, 

desired to join the Society for Worldwide Interbank Financial Telecommu­

nications (SWIFT). The Government of India approved in principle the 

proposal of banks in India becoming members of the SWIFT for availing 

of their communication facilities for sending and receiving international 

banking messages. A SWIFT Implementation Committee chaired by Shri T.N.A. 

Iyer, Executive Director, Reserve Bank of India and consisting of repre­

sentatives of Reserve Bank of India, Government of India and banks was 

constituted by the Reserve Bank of India to work out the modalities 

for the implementation of the proposal. In view of the links between the 

subject matters under consideration of the Implementation Committee and 

the Committee on domestic communication network, they were reconstituted 

by the Reserve Bank of India in June 1987 as Committees with identical 

membership so that both matters could be discussed when meetings were held. 

A list of members of the Committees is given below: 

Chairman 

Members Representing RBI 

Government of India 

Banking Di vision 

1. 

2. 

Shri T.N. Anantharam Iyer 
Executi ve Di rector 
Reserve Bank of Ind ia 

Controller, Exchange Control Department 

3. Chief Officer, Department of Banking 
Operations & Development 

4. Representative from Legal Department 

5. Officer- in-charge, Management Serv ices 
Department 

6. Director, MSD (Member Secretary) 

7. Shri N. Ralasubramanian, Director (BO) 



Department of Electronics 

Deparhnent of Electronics 

Department of 
Telecommunications 

Ministry of Home Affairs 

Indian Banks' Association 

CMC 

Banks 

State Bank of lnd id 

Punjab National rank 

Allahabad Rank 

Corporation Rank 

Central Bank of Ind ia 

8. 

9. 

10. 

Dr. K.K. Bajai, Additional Director 

Dr. N Vijayaditya~ Additional Director 

Shri Y. Babuji, Deputy Director General, 
OCS 

11. Shri Y.S. Rao, Deputy Director, TRC 

12. Shri B.A.G.S. Rama Sarma, 
Deputy Di rector, TRC 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

Representative from Horne Ministry 

Shri N.S. Pradhan, Secretary 

Shri Dipak Basu, Corporate Manager, 
IndonE't 

Shr i Supriya Gupta, Chief General ,\'anager 

Shri D.K. Gupta, General ;,,1anage .. 

Sh ri r.K. Das Gupta, General Ma;'lager 

Sh r i K.R. Shenoy, General !\';,na,u:r 

Shr i S. Subramaniam, General Manager 

SWIFT Implementation Committee - Terms of Reference 
\ 

(1) To identify and examine areas requiring co-ordination with -

(i) banks; 

(ii) concerned government departments viz. Ministry of Communication, 

Ministry of Finance, Ministry of Home Affairs, Department of 

Electronics etc. 

(iii) Reserve Bank of India 

(2) To examine thp. legaliti~s and risks involved in electronic transj,'>r 

of funds and the safeguards to be adopted. 

(3) To look into the infrastructural arrangements required to be made such 

as ins tallation of eq ui pmem , communication channels, durnestic 

communication back IJP for branches, etc. 



(4) To examine matters pertaining to import of SWIFT system e.g. import 

licence, etc. 

(5) To examine whether the features of the Indian Switching and 

Communication Programmes and that of SWIFT are compatible with 

each other and to recommend changes/modifications, if any. 

(6) To look into the standardisation of message formats to be used. 

(7) To evolve a mechanism for monitoring of messages and consider the 

feasibility of restricting the use of SWIFT to certain categories 

of messages only. 

(8) To examine the actual operation of the system and organisational 

problems that may be encountered in this regard. 

(9) Any other matter incidental to the above. 

(1) 

(2 ) 

Communications Network - Terms of Reference 

Examining alternatives available to 

thereof with reference to feasibility, 

and cost, b.ased on subscribing to 

systems, such as-

the banks and consideration 

time frame for implementation 

the existing/proposed network 

(i) INDONET /BANKNET developed by CMC. 

(ii) Business Subscribers Network (BSN) and/or 'VIKRAM I of Depart­

ment of Telecommunications. 

(iii) Network developed by other private agencies. 

Determining network system for Consortia or 

identification of the Groups or Networks 

Groups of banks and 

for individual banks. 

(3) Suggest media for communication and networking, in the context of the 

technolagies available and the reliability thereof. 

(4) Identification of items of information that will be routed through the 

network between the nodes within the bank, as well as external 

nodes. 

(5) Determining the topology of the network and architecture such as: 

(i) Pattern of interconnection between various nodes wi thin the 

network, 3.1 ternate routing plans, keeping in v iew the scope for 

future expansion needs. 
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(ii) Interlinking with external and international networks such as, 

SWIFT, NICNET, etc. 

(6) Determine the support required for communication processing capa­

bilities and inter-linking very large systems at metropolitan centres 

for generating data base for the industry. 

(7) Indicate hierarchy and number of levels at which communication and 

networking is required. 

(8) Suggest safeguards for data security - hardware as well as software. 

(9) Imparting user training, development of software, protocols, interface, 

compatibility, etc. 

Meetings of the Committees were held on 23rd July 1987 and 17th 

November 1987. Some of the members did not attend both the meetings. In 

some cases the members were represented by some of the officials of 

their organisation. In addition to the members, Shri V. Ananthakrishnan, 

Chief Executive, Foreign Exchange Dealers Association of India and Shri P. G. 

Damle, Retired Director General (OCS) and Consultant of Indian Banks' 

Association attended the meetings by invitation and actively participated in 

the deliberations. Inaugurating the meeting on 23rd July 1987, Dr. C. 

Rangarajan, Deputy Governor, Reserve Bank of India gave direction to the 

Committees and set out the approach. During subsequent discussions, 

Dr. Rangarajan gave the Chai rman valuable sug&:estions in regard to the 

work of the Committees. The Member Secretary of the Committee Shri S. 

Venkateswaran, in consultation with Dr. K. K. Baj aj , Additional Di rector, 

Department of Electronics and Shr i Di pak Basu, Corporate Manager, INDONET, 

CMC, had submitted a working paper on the communication network for banks 

and SWIFT communication. The Chairman also had extensive discussions with 

the officials of the Indian Banks' Association, Foreign Exchange Dealers' 

Association of India (FEDAI) and other Members of the Committees on the 

subject. A small Committee of officials of banks, Jndian Banks' Association, 

and FEDAI discussed the question of me::;sage formats for SWIFT and 

communication network for banks and had expressed their views about the 

same. The Chairman and a few members of the Committees participated 

in the SWIFT International Banking Operations Seminar, observed the oper­

ations of SWIFT and some private/joint communication networks in some banks 



in the U.S and the U.K. Dr. K.K. Bajaj, Additional Director, Department of 

Electronics, Government of India has furnished a report on SWIFT imple­

mentation and communication network for banks. Shri Dipak Basu, Corporate 

Manager, INDONET, CMC and member of the Committee broadly studied the 

feasibility of a domestic communication network for Ind ian baflks. The deli­

berations at the meetings of the committees, observations of members of SWIFT 

netw:::Jrk operations in the U.S. and U.K., the working paper of the Member 

secretary, the reports of Dr. K. K. Bajaj, and Shri Dipak Basu, mentioned 

earlier, have been considered in drawing up our report which follows. 

(Chapters 2 to 8). 
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CHAPTER 2 

Communication Network for Banks 

2.1 Present stage of Computerisation and 
Communication in banks in India 

Computerisation : 

In India mechanisation in banks in a planned way has just started. 

Mechanised cheque processing based on MICR technology has been introduced 

in Bombay and Madras Clearing Houses and will soon be introduced in the 

remaining two metropolitan centres of Delhi and Calcutta. 

Ledger posting mechanisation has also started in a planned way 

recently. Over 2700 machines have been operationalised in some of the 

branches of the banks. Some of the book-keeping and information system 

functions ill the zonal office/regional office of the banks have been compu­

terised through the installation of mini computer systems. 

The total number of branches of all scheduled commercial banks in 

the country is approximately 53,500. The number of systems that are 

expected to be installed for ledger posting by 1989 is about 5700. Very few 

banks have a mainframe computer in their Head Offices. A Committee has 

recently finalised the specifications for mainframe computer system required 

for Head Offices of the banks. It will take at least another year before 

the systems in the Head Offices of the banks are in position. 

2.2 Communication: 

Banks in India mostly use mail, telegraph and telex for inter­

communication between their branches and others. A few banks have esta­

blished Store and Forward Telegraoh (SFT) systems to connect their 

important br.::lnches with their Head Offices. Bank of India and Central Bank 

of India are operating Store and Forward Telegraph Systems connecting 

their important offices/branches. State Bank of India also propose to 

introduce a communication network to connect their Regio nal Offices, Local 

Head Offices and Central Office. Use of telecc,mmunications for data trans­

mission and networking of computers is practically nonexistent. 
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In the absence of quick communication facilities information regarding 

movement of funds reaches destinations late delaying the benefit of funds tc 

beneficiaries; results in inefficient use of funds; delay in receipt of advices 

makes interbranch reconciliation of accounts difficult. Banks in India provide 

to their customers basic banking service of deposits and withdrawals only 

at the branch where the account is maintained and not at any other branch. 

Data is transmitted nearly always by paper resulting in delay and high 

cost due to handling at several stages. 

2.3 Need for better communication facilities 

Efficient communication facilities would enable banks to overcome 

many of the existing shortcomings referred to above and improve customer 

service. 

It may seem like a far fetched idea to think about a network for 

banks given the scenario of bank mechanisation in the country as outlined 

above. Though the total number of branches of banks is large, 100 centres 

account for near 1 y lO, 000 b ranches of scheduled commercial banks. Though 

this number represents about 20% of their total branches, in terms of 

deposits and advances they account for 60% and 65% of the respective totals. 

Connecting the branches of banks at these centres with their Regional/ 

Head Offices will go a long away to meet their data transmission require­

ments. Also, it has to be planned now. The proposed connection to SWIFT 

(d Chapter 5) makes it necessary that the countrywide network to connect 

the banks for domestic interbank fund transfer be planned now. It is 

only logical that the SWIFT messages do not end up merely in the Head 

Office from the international correspondent bank and then transferred 

from the Head Offices to the respective branches by slower methods of 

telex, telephone or ordinary mail. If thi s were to happen, the very purpose 

of connecting to SWIFT would be defeated. 

Many of the banks in the West had their independent communicat:on 

network to connect their branches with their Central computer and then felt 

the need to transmit messages, transfer funds to one another across 

the nations which resulted in the creation of SWIFT. Thus, there were a 
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number of domestic networks and, in addition, the SWIFT connection -many 

having different message formats necessitating efforts and expenditure on 

reformating messages if transmission through more than one network is 

invol ved. Given the resource constraints in India and the need to ensure 

that the limited national telecommunication resources are not pre-empted 

by indi vidual organisations developing independent networks, it is not 

desirable for each bank to try to have a communication network of its 

own. A common communications network needs to be planned on a co­

operati ve basis within the country much like the common international SWIFT 

which is in operation on the basis of co-operation between the international 

banks. Such a network would serve the purpose of domestic interbank 

fund transfer and also facilitate communication through SWIFT. 

A common network for Indian banks will also help to check the 

growth in the cheque volume, particularly in metropolitan centres in 

the wake of increased business. Electronic fund transfer can substitute 

for the credits to be made by one bank to another. The common network 

will help in introducing automated clearing facilities which in turn will 

help in effecting bulk payments of governments and large companies and 

corporations. 

2.4 Developments elsewhere 

Most of the large banks in the Western countries have independent 

communication networks. Historicall y these have evolved from the technology 

of 1970s of centralised computer system in the Head Office with branches 

connected to it in the form of a star network, to the packet switching 

network of recent years which are based on distributed nodes for trans­

mi tting messages. Many of them today have large packet switched communi­

cation networks based on X.25* protocol. The branches are connected 

to the Head Office computer systems and to a number of special purpose 

ded icated computer systems located in the central computer centre performing 

* X. 25 is a standard recommended by the International Telegraph and Tele­
phone Consultative Committee for interface between Data Terminal Equipment 
and Data Circuit terminating Equipment operating in Packet mode and 
connects Public Data Network by dedicated circuit. This interface is 
useful when equipments supplied by different vendors are used. 
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specialised functions such as the payments system, automated teller system 

and credit card systems. The automated teller machines spread over the 

entire country are also connected by the same network to the main book 

keeping and house keeping computer systems. Credit card handling, 

on-line banking, home banking etc. are some of the other areas that are 

managed through the same networks. For a better insight into the organisa­

tion of some of these networks, brief notes are included in the Annexures 

on t he follow ing: 

CHIPS, CHAPS, FEDWIRE, Manufacturers Hanover Trust, Irving Trust 

Co., Midland Bank, National Westminister Bank, BACS. 

2.5 Communication System Charescteristics 

Before considering a communication network for banking industry, it 

may be useful to look at the characteristics of a communication system. 

A communication system typically links Input/Output (I/O) devices such 

as computer terminals, printers at remote locations with one or more central 

computers. Modems, front-end processors and other communication processors 

etc. are used to bridge and control the different data communication 

equipment. Modems are used to permit the system to switch back and 

forth from computer digital data to analog signals that can be transmitted 

on voice communication lines, a front-end processor is a (micro/mini) 

computer used to monitor and control tthe data transmission channels 

and the data being transmitted, it relieves a main computer of a number of 

functions required to interact with and control the communications network; 

concentrators/multiplexers reduce transmission costs by receiving terminal 

input from many low speed lines and then concentrating and transmitting a 

compressed and smooth stream of data on a higher speed and a more 

efficient transmission channel; message switcher receives and analyses data 

messages from points in the network, determines the destination and 

the proper routing and then forwards the messages to other network loca­

tions. Data to be sent to a computer are entered on a remote terminal. 

The data in digital form are sent in a serial fashion to a nearby modem to 

be converted into an analog signal. The converted data are then transmitted 

over telephone lines to another modem located near the computer. Th is 
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modem, converts the analog signal back into a digital form. The data in 

digital form are sent to a front-end processor which may check them for 

possible errors and then temporarily store them or route them to the 

computer for immediate processing. The same route is followed when output 

information is sent from the computer back to the remote location. The 

~ntire data communication activity is under the control of programmed 

instructions stored in communication processors and/or the computer. 

The transmission media can be telephone lines (voice graded lines) 

of the public network or lines leased for the dedicated use of an organisa­

tion or party. The lines may be coaxial cables (groups of specially wrapped 

insulated wire lines), microwave channels (using very high frequency 

radio signals and repeater stations located about 25 miles apart for 

relaying the signals) or satellite channels (where the geostationary satellite 

acts as a reflector by accepting signals from one point on earth and 

returning the same signals to some other point on the earth). Fibre-optic cables 

now available permit huge amounts of data to be routinely transmitted 

at the speed of light through tiny threads of glass or plastic. 

Sometimes the data are temporarily stored and organised near 

the point of origin into I packets I of characters and transmitted at high 

speed over common carrier channels to a location near the destination 

point where they are reassembled into complete message for transmission 

to the destination. This method is known as packet switching. 

Communication systems are characterised by: 

Random input: The system· is more or less designed to service the whims 

of the remote terminals of end-users 

Remote input and/or output: Remote branches/organisational units can access 

and update central computer /s via communication facilities. 

Immediate transaction processing: In a communication system each transaction 

is processed individually and immediately when it occurs. 

Multiple simultaneous users: The systems are generally designed to serve a 

number of users at remote terminals (may be different terminals in the 

same office, different branches or even different banks). 
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On-line: Input data from the remote terminal enters the computer facility 

directly from the point of origin or in which output data is transmitted 

directly to the point where it is used. 

2.6 Proposed Network - BANKNET 

The proposed network should be a co-operative network (could be 

called "BANKNET") jointly owned by the Reserve Bank of India and public 

sector banks. The p r i vate sector and cooperative banks (including State, 

Central, Urban and Land Development banks) and financial institutions 

(such as IDBI, NABARD, ICICI, IFC, SFCs, EXIM Bank etc.) may also 

be allowed to use the same network on terms and conditions to be specified 

by Reserve Bank of India and the network implementation group. The 

ultimate aim of the BANKNET would be to provide communication access to 

all the branches in the country. The branch office systems of banks should 

be able to communicate with their Head Office systems. 

2.7 Use of BANKNET - Applications 

The processing capacity of the 4 computer systems with the Reserve 

Bank of India could be utilised to handle the following applications: 

(i) Quick settlement in the RBI/banks of the following, leading to 

efficient use of funds 

(i i) 

(a) government transactions taking place at branches of public 
sector banks through their link/main offices 

(b) inter-bank fund transfers on their own and on customer's 
account 

(c) inter-branch fund transfers of banks on their own account and 
on account of customers/public 

(d) currency chest transactions. 

Improvements in payments system by facilitating automated 

services (similar to Bankers Automated Clearing Services 

in the U.K. 

clearing 
I 

- SACS) 

(iii) Improvements in service to customers by permitting them to withdraw/ 

deposit at several branches of the banks instead of restricting 

13 



such transactions to the account maintaining branch as at present. 

This would be possible since the branch where the facility is 

sought can communicate with the account maintaining branch for 

collecting/passing on information concerning the account. 

(i v) Maintenance of data bases of common interest from which information 

can be retrieved by banks: e.g. 

- industry/business profiles 

- profiles of geographical areas useful for lead banks and others 

- country profiles useful for foreign exchange business 

(v) Data transmission between banks and RBI and between Zonal/Regional 

Offices and Head Offices of banks. This would be possible as 

all of them will be interconnected in the shared common network. 

(vi) Access to SWIFT international network from different centres in 

the country. 

2.8 Phased Implementation of BANKNET 

Phase l: 

The RBI has installed 3 computer systems for cheque processing 

in Bombay, Delhi and Madras and one more would be installed at Calcutta 

soon. These will form the basic hub of the network to begin with. The 

1 : BACS (Bankers Automated Clearing Services) is a limited company, 
jointly owned by some of the clearing banks which operates a highly 
efficient automated clearing service for the transfer of funds between acco­
unts held with U. K. banking system. 
Examples of the work processed by the BACS are: 
i) Standing orders involving inter-bank payments and receipt.s; 
ii) Salary payments involving a few debits to Governments/o~ganisations 

but gIVIng rise to credits to numerous accounts with various banks 
at different locations. 

iii) Direct debits in which the customer does not issue cheques for 
payments but accepts the debits raised by electricity / gas/telephone, 
etc. authorities against his accounts and permits his bank to honour 
such debits. 

The data for transfer of funds between accounts is submitted to BACS 
via telecommunication links or delivered on magnetic media. This data 
is processed by BACS and the processed data is used for (a) inter­
bank settlement and (b) updating the customers I accounts. The introduction 
of BACS has done away with the need for use of cheques for the relative 
purposes. 
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computer systems are busy for cheque processing only during the night time. 

The systems are available for other possible usage during the day. Commu­

nication nodes may be located in these 4 cities and data bases and 

processing functions of common interest could be installed on these s ysterns 

to make an effective network. X.25 based packet switched network may be 

commissioned in the first phase connecting these 4 communication nodes. 

The mainframe computer systems expected to be available in the Head 

Office of the public sector banks located in these 4 cities could be 

connected v ia leased lines to these nodes. 

In the first phase inter-bank transmission 

settling of inter-bank accounts could be handled on 

of messages and 

this ,network at 

the 

the 

level of Head/Main Offices at these 4 centres. Electronic fund transfers 

between banks at these centres could also be done. 

Phase 2: 

In the first part of the second phase communication nodes can 

be located in the next 8-10 banking intensive cities such as Ahmedabad, 

Kanpur, Bangalore, Hyderabad, Pune, Chand igarh, Patna, Baroda etc. 

Mainframes of the remaining public sector banks could be connected to the 

nearest communication nodes located in these cities. This will cover almost 

all the Head Offices of the public sector banks and some of the bigger 

private banks. In the next part of the second pthase all the State capitals 

and other important centres should have the communication nodes and 

the zonal office systems of the banks may all be attached through 

leased lines to the nearest communication node. (In actual implementation, 

care will have to be taken to ensure elimination of redundancy in conne­

ctions from these zonal offices and Head Offices to the communication nodes). 

Moreover, the main network located in the metropolitan cities and the 

State capitals will have to be connected in such a way that alternative 

paths are always available in the event of a communication channel going 

down. 

Phase I of the network can be builtin a 6 month time schedule using 

equipment available with the Reserve Bank of India along with additional 

equipment required for communication networking. In phase 2, an integrated 
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network can be developed by adding more centres covering all the public 

sector banks and increasing the availability and reliability of the network 

by using satellite and radio links, thereby enabling a nation - wide bank 

data communication network with the capability of connecting even remotely 

located offices at minimal costs. The time schedule for this network would 

be 3 years. 

The details for realising the BANKNET are given in Chapters 3 and 4. 
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CHAPTER 3 

BANKNET - PHASE 1 

3.1 First phase communication needs 

The primary objective of the interim network is to facilitate prompt 

exchange of operations and control information between the various RBI 

centres using the existing linkages. The HO systems of public sector banks 

may be connected to the nearest RBI centre for sending statutory reports 

. and exchange of control and monitoring information. 

The network has to cater to the major file transfer needs for 

applications like funds transfer, transfer of control information, summary 

reports, statistical data and remote data processing. 

3.2 Existing infrastructure 

The Reserve Bank of India has installed mainframe computers at 

Bombay, Madras and Delhi for cheque processing and would be shortly 

installing one more at Calcutta. Major RBI Centres are also linked up for 

telephone communication through voice grade lines leased from Department 

of Telecommunications (DOT) on point to point basis as shown in Fig. 1 . 

The RBI communication system includes electronic PABXs various locations 

for voice communication. 

3.3 Network architecture considerations 

( i ) nata over Voice Channels 

One of the considerations is the use of voice grade point to 

point links hired from DOT. The computer communications is basi­

cally data oriented and normal voice channels are very ineffi­

cient for carrying data, and are liable for breakdown, specially 

in the end links. With special conditioning of the voice 

c:i rcui ts, it is possible to carry data at low speed. Typically 

data rates upto 2.4 KBPS are possible in the metropolitan 

t r lin k routes while the other circuits in many cases can 

carry data upto 1.2 KBPS only. For carrying data on voice 

channel s , modems are requi red at either end of the line. 
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3.4 

(ii) Use of Electronic PABX for Data Switching 

Electronic PABXs currently envisaged by RBI are designed for 

voice applications. Data communication employs special trans­

mission and switching techniques. Computer communication 

requires error free data transmission. These can be met only 

with special network switching and transmission techniques. 

For reliable transmission, the data has to be packetised and 

error correction features are to be incorporated. Special 

data switches which can handle packets generally are used. 

Without these features satisfactory throughput or satisfactory 

information exchange in BANKNET cannot be obtained. Due to 

the same reasons, integrated operation of voice and data 

are also not possible with the usual PABX. Hence the PABX 

systems of RBI cannot be effectively used for the interim 

data network. 

(iii) Computers 

The existing machines operate with SNA (System Network 

Archi tecture) protocol. For networking purposes in a multi-

machine and large network environment, special purpose 

Front End Processors (FEP) with SNA/X.25 protocol are 

needed for the existing systems. 

t 
Network architecture - Phase I 

(i) The network architecture for Phase I is shown in Fig.2. 

(i i) In the first 

integrated 

phase network, the 

with voice. Hence the 

data operation cannot 

network architecture 

be 

is 

configured for independent data operation using the voice 

grade lines ded icated for data communications only. However, 

for remote access to a particular RBI/Centre, alternate 

voice/data operation is possible by switchable modems and 

by bypassing the PABX when data operation is desired. 

This can be done by physical coordination. 
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(iii) For computer networking 

Front End Processors with SNA/X.25 protocol (FEPs) are 

requi red at the four nodal centres which enable the computers 

at the RBI to be networked through the communication links 

and to cater for switching and interfaces when the network 

has to be expanded to handle non-IBM systems. 

The operation 

at 2.1~ KBPS 

access from 

cent res will 

in the metropolitan network will be synchronous 

(kilo bits per second) typical. The remote 

other RBI centres to the associated metropolitan 

be through either cluster controllers at 2400 BPS 

(Bi ts per second) or 

operate at 1200 BPS. 

be used at all the 

near the computers. 

asynchronous interface controllers which 

Modems operating at 2400/1200 BPS will 

point to point voice grade channel ends 

These speeds are suggested subject 

to capabilities of data lines provided by DOT. The remote 

terminals will require emulation interfaces for communicating 

wi th the available mainframes. 

(iv) The four computers will be networked imrflediately as soon as 

front end processors and 

locations can be brought 

modems are in position. 

into the network as and 

The other 

when the 

remote machines are installed and communication equipment is 

available. 

(v) For linkages with other public sector banks, separate links 

are required from their HO to the nearest RBI centre. At 

metropolitan centres these links can be directly interfaced 

with the FEP or Controller for synchronous or asynchronous 

interface, respectively, subject to approval by DOT. 

(vi) Alternative routing will be possible at the four metropolitan 

centres through the FEPs. The SNA switching software residing 

in the available computers will do the switching control. No swi tch 

is included at the non-metropolitan RBI centres for switching 

data in the Interim network. 

20 



REHOTE SITE 

~ 
~ 
I 
I , 

I 
" ,,....c...,. .... \'7--/ . 

BOMBAY 

NETWORK CONFIGURATION-PHASE-I 

RtHOl[ SITE 

t---"---. ~fr-- -- --o--I~ I~ ] --... , 

HACPUR 

TERMINAL 

EXTEt'lDER 

1><1 
.. -- -----

o 

FIGURE '2 

21 

~~ N 1.01 

o ~ CALCUTTA 
z 
n 
"C 

tQ 
\ , 

3178 

PC 

2.4 KBPS LINKS 

SYNC MODEMS 
(DIAL UP TYPE) 
2.4/ .1.2 KBPS 

2.4 OR 1. 2 KBPS LINKS 

SYNC OR ASYNC MODEM 
(DIAL UP TYPE) 
2 4/1.2 KBPS 



(v TITNagpur is linked to Bombay, Delhi, Mad ras and Calcutta under 

the existing RBI infrastructure. Link strapping at Nagpur 

can provide alternate routing to Bombay-Delhi, Bombay-Madras 

and Bombay-Calcutta linkages providing network redundancy 

of the DOT links supporting 2.4 KBPS data operation in 

tandem connection. 

J.5 Summary of Additional Hardware and Software 

For realising the interim network, the hardware and software to be 

procured are listed in Table-I. 

As the ex! <;ting computers which would form the hub of the 

network are from the IBM, it is necessary that wholly compatible front-end 

processors with NCP (Network Control Program) terminals, cluster controllers 

etc., should be obtiljned for smooth functioning. These are necessary in 

the first phase and form the essential HW /SW communication interface in 

the Network-Phase 2 also. 

The modems to be installed will be synchronous 2.4 KBPS or 

asynchronous 1.2 KBPS with dial up capability. 

Data encryption will be line type units for use upto 64 KBPS custom 

designed or firm commercial sources. 

Location 

Bombay 

Madras 

Delhi 

Calcutta 

Nagpur 

Other places 
(each location) 

Table I 

Summary of Additional H'I' and S'I' for 
Interim Phase of BANKNET 

IBM HW/SW Modem 

3720/NCP 4 

3720/NCP 2 

3720/NCP 2 

3720 2 

3178 1+1 

3274/3178 
on each terminal 
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Encryption 

4 

2 

2 

2 

1+1 



Budgetary Cost Estimates 

The budget requirement for the four metropolitan cities and Nagpur 

network is estimated as follows: 

Sl. Sub-System 
No. 

1. IBM 3720 

2. 3178 SW 

3. 2.4 KBS Dial up Modems 

4. Encryption Unit~ 

5. System Engineering 
Installation & 
Integration for above 

6. 

7. 

Testing & Commissioning 

Spares 

TOTAL (FOB) 

Qty. 

4 

1 

12 

12 

10% 

Estimated Cost (FOB) 

US$ 200,000 = INR 25.00 lakh 

US$ 2,000 = INR 0.25 lakh 

US$ 24,000 =INR 3.00 1akh 

US$ 36,000 =INR 4.5 1a!<h 

INR 2.5 lakh 

INR 2.51akh 

INR 3.5 lakh 

INR 41.25 1akh 
================ 

(Line leasing costs not included in the estimate.) 

For inclusion of other stations the estimated cost for each additional station 

is as follows: 

S1. 
No. 

1. 

2. 

3. 

4. 

5. 

Sub-system 

3274 Cluster 
Controller 

3178 SW 
emulation 

1.2 KBPS dial up 
Modem 

Encryption Unit 

System Engineering, 
installation, integration 
testing & commissioning 

Total (FOB) 

Qty. 

1 

As 
required 

Ilterminal 

2 

2 

23 

Cost (FOB) 

US$ 6,000 = INR 75,000 

\ 

US$ 2,000 = INR 25,000 

US$12,000 = INR 24,000 

US$ 6,000 = INR 75,000 

INR 32,500 

INR 2,31,500 
:-::===-=:=:.:===== 



Time Schedule 

(i) 

(i i) 

(iii) 

Detailed specs 

Procurement/ development 
of HW /SW 

Ins tallation, 
Integration & testing 

Total 

This schedule is based on usual 
obtaining clearances from Indian 
products. 

15 days 

5 months 

15 days 

6 months 

procurement schedules and is subject to 
and US Governments for import of the 
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CHAPTER 4 

BANKNET - PHASE 2 

4.1 Objectives 

(i) In the late 1990' s the banks will lise computer terminals in a 

very extensive way. Functional processors, dedicated application 

processors and central computing will exist in harmony. 

A head office of a bank will have one or more large computers 

and other locations smaller compatible processing power. 

The required network architectures must provide for a combi­

nation of independent and interconnected computing capabilities 

in Head Office (HO) Zonal/Regional Office (ZO/RO) and branches 

The proper combination of standalone systems, decentralised 

computers and centralised processing will enable the banks 

to keep pace wilh their growth of operational needs. 

(ii) Access to SWI FT, a currently functioning international network, 

will enhance the Indian banks capability in foreign trade and 

foreign exchange transactions. This access which will be 

available at Bombay (the international gateway for India) 

must be made possi ble from bank locations in other parts of 

the country as well. 

t 

(iii) The BANKNET is intended to provide the wide area communication 

facilities within the country and computer communication 

capabilities between HO's and their ZO/ROs and from individual 

banks to RBI centres and between banks. This network fad] ity 

will also be capable of being extended to branch level for a 

number of centres at a later point of time. 

(iv) The BANKNET is intended to facilitate faster and high volume 

communications and provide unlimi ted real-time, interacti ve 

and distributed processing 

BANKNET 

capabili ties in a computerised 

env i ronrnent. The 

comrnunicat ions with 

in a cos t effective 

modularly. 

is 

a very 

way and 

25 
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4.2 Coverage and Information Flow: 

(i) The banking sector is one of the largest in the country. The 

RBI is located in about 20 locations. 

(ii) Head Offices of banks are responsible for corporate planning, 

policy formulations 

The Zonal/Regional 

and monitoring of institutional performance. 

Offices of banks are organised on a geo-

graphical basis depending on concentration of branches in 

the res pecti ve areas. These offices exercise control over 

branch operations, ensure follow-up of the instructions and 

monitor returns etc. The branches account and balance customer 

transactions. 

(iii) The information flow. in the network can be categorised broadly 

into control information/MIS and fund transfer/financial transac­

tions. 

( a) Control Information and MIS 

The flow of information is generally organised as follows: 

Branch - Zonal/Regional Offices 

- Credit information 

- Statistical returns 

- Instructions 

- MIS 

lQnaJ,/Regional Offices - Head Offices 

- Statistical information 

- Statutory returns 

- Credit information 

- Policies & Instructions 

- MIS 

Head Offices - RBI 

- Monitoring reports 

- Deposit & credit information 

- Policy instructions 

( b ) Fund Transfer and Financial Transactions 

The exchange of information will com;Jrise: 
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(i v) 

Bank - RBI 

- Funds transfer on Government business 

- Foreign exchange 

- Inter-branch account reconciliation 

- Currency chest transactions 

About 10,000 branches spread over 100 centres account for 

a major portion of banks I business (60 to 65% of d2posits/ 

ad vances) . Further, a detailed study of a major public 

sector bank shows that two types of information, Inter Branch 

Accounts Reconciliation (IBAR) and statistical returns account 

for about 90% of total information transmitted in the network and 

a fraction of the number of branches (360 out of 1850 in 

the case of this bank) accounts for nearly 90% of total transa­

ctions. The banks I computerisation plans also show that the 

mini computers installed at Zonal/Regional Offices of public 

sector banks will go upto about 400 in the near future. 

(v) The BANKNET will achieve its major objectives if it could cover 

about 100 centres in the country in terms of information 

exchange needs. 

Traffic analysis 

An attempt to carry out a preliminary traffic analysis was made 
\ 

but was not pursued because of lack of data. For a thorough network 

design a complete traffic estimate has to be arrived at by making realistic 

assumptions about growth, sources and geographic coverage. 

4.3 Shared banking network 

The shared banking network is considered optimum and cost effecti ve. 

This means the network will be the common carrier for information exchange 

of various banks for their internal use as wen as for interbank data 

communication. The network principally provides for data communications 

only while voice communications is essentially to be carried through 

public telephone system. 
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Logically separate network for banks 

The shared network will have logical independence i.e. the network 

hierarchy for the individual banks will be still available and controlled 

by software as mutuall y agreed. The network would be such that every 

bank would be able to view it as logical network of its own, while being 

in a position to access the network for inter-bank and international 

bank transactions. 

The logical network architecture for BANKNET is shown in Fig. -3. 

Network configuration 

(i) It is considered that the BANKNET can be optimised with the 

following : 

(a) Graded use of satellite, radio, fibre and cable links 

(b) Star network architecture with multiple nodes and a 
central hub. 

(c) Central network monitoring and control. 

The network configuration is illustrated in Fig.-4 

(ii) Each node is a switching centre which links a cluster of bank 

branches/Zonal/Regional offices through radio links or leased/ 

dial up lines. The nodes 

controller at the central 

are inter-connected through a network 

access control. 

node 

Transmission is 

which provides switching and 

provided by satellite links. 

For achieving the required network 

carriers on the satellite as required can 

on traffic load. 

throughput, 

be added 

as many 

depending 

(iii) CCITT (International Telegrap hand Telephones Consul tati ve 

Committee) X.25 network protocol will be used. This is 

the standardised international protocol which has built-in 

features for data packetising, routing, error correction and 

network admini stration. 

(i v) The packet transmission , switching and access control techni­

ques ensure optimal combination of efficient data transfer and 

minimum delay. 
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4.4 Communication System 

Backbone Satellite system 

(i) The back bone network for BANKNET will be satellite based, 

connecting the major nodal centres through a central network 

controller. The satellite communication system is cost effective 

for this application due to the large geographical spread of 

the network, the high data rates requi red and multipoint 

connecti vi ty. Digital transmission using packet switching, forward 

error correction, half rate encoding and Time Division Multiple 

Access (TDMA) techniques will be used to get error free data 

transmission and efficient use of transmission. This includes 

minimising satellite transponder capacity and use of inexpensive 

micro earth stations at the nodal centres and remotely located 

indi vidual bank centres. A central station will typically use 

a 7.5 M Earth Station (ES) and will house the main packet 

switch and the Network Management and Control System. One-to­

one redundancy will be provided for all active systems at this 

centre to give a network reliability of well over 99%. The 

remote stations will use 3 M Earth Station and will be equipped 

wi th X. 25 access. The Network Management and Control System 

interfaces with the central and remote systems and provides 

for centralised network control and management. 

(ii) The satellite links will provide at throughput rate of 64 KBPS 

and operate in Random Access or TDMA mode depending on 

the network loading condition. 

will be dynamically controlled 

The slot allocation and duration 

by the central switch through 

Minimum effective data rate for 

on demand between 2.4 to 9.6 

a commonsi--gnalli-ng channel. 

each -node can be allotted 

"KBPS or higher ;;----recrui red. ' 
.~ -

(iii) The satellite communication system architecture is shown in 

Fig. 5 and 6. 

(iv) The satellite multiple access schemp. will be decided after a 

thorough anal ysis of traffic requi rements of BANKNET. 
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Radio links 

(i) Radio links will provide the short distance communication linkage 

to bank centres close to the satellite nodes in a particular city. 

A packet radio system operating on a simplex channel will be 

shared by a group of banks. This packet radio system will 

serve the banks around each satellite node upto a maximum 

distance of 20 km and where radio line of sight is available. 

The advantage of this radio medium is the availability of 

larger transmission rates (upto 9.6 KBPS) and built-in error 

correction features. The problems of intra-city line reliability is 

eliminated. 

(ii) The schematic diagram of the packet system and the interface 

to the satellite switching node is shown in Fig. 7. 

(iii) The actual number of bank centres that will be connected to each 

node will depend on the topology and will be decided at 

the time of actual implementation. 

Leased line/dial up connections 

(i) The feasibility of linking some of the bank centres which do 

not qualify satellite or radio links, by using leased voice 

grade lines or dial up voice circuits has been considered and 

found to be cost effective. Typical situations where this 

can happen are those in which satellite ES cannot be implemented 

due to frequency interferences or very low volume information 

transfer is required. The banks which can be linked in 

this mode to the network will be decided after detailed study. 

(ii) The schematic diagram for leased line or dial up connection is 

shown in Fig.-B. 

(iii) The links will be operated at 600/1200 BPS and in Async 

mode using modems. X. 25 operation will be considered if 

the link data speeds are required to be above 1200 BPS. 

4.5 The data network 

Network architecture 

(i) BANKNET should have independent communication nodes so that 

34 



DIGITAL PACKET RADIO SYSTEM 

BANK CENTRE A 

STN 
A 

DTE 

N 

FIGURE 7 

35 



SCHEMATIC OF LEASED LINE/DIAL UP CIRCUIT CONNECTION 

MICRO 

ES 

NODE 

LOCAL 

EXCHANGE 

ASYNC 

PACKET RADIO 

DIAL UP OR 

LEASED LINE 

600/1200 BPS 

FIGURE 8 

36 

BANK 

DTE 

ASYNC. 

LOCAL 

EXCHANGE 



the communication work load is totally del inked from the 

banks I computer system. In the configuration defined, the 

main network switching function is organised at a central 

node which is located at the major Earth Station in the 

satellite network chosen for BANKNET. The micro Earth Stations 

from the other nodes in the network, each serving a group of 

banks (cluster) around them. In addition, individual banks 

in remote places with micro ES can have direct access to the 

central node. 

(ii) BANKNET has a star architecture with a central node. Data 

transfer between nodes of the network is effected through' a 

switch at the central node. 

(iii ) The other nodes serve as concentrators for data from banks 

connected to them. They route the data to the central node 
for switching. Data meant for transfer between end points in 
the same cluster however need not pass through the central 

node and is switched locally. 

(i v) The communication processors and packet assembler / deassembler 

(PAD) at the central and other nodes provide the X.25 functions 

thus eliminating the need for separate X.25 switches. 

4.6 RBI systems interfaces 

The RBI Computer system network interface is defined in 
t 

schematic shown in Fig.-9. The hosts will be connected to either 
the 

the 
communication processor at the central station or the PAD at the micro 

Earth Station. In either case the host-network interface will be through the 

Front End Processor (FEP) system, equipped with SNA/X.25 software. All the 

4 RBI computers will have this incorporated in the first phase of imple­

mentation. Since the micro Earth Station in most centres will be mounted 

on the roof top of the buildings, RS232C cables can be directly used 

to connect them. In exceptional cases, line d ri vers or modem connections 

will be used for the host-network link. 

Zonal/Regional Office system interfaces to BANKNET 

For netwo~king computer systems at ZO/RO, these systems will 
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be required to be equipped with X.25 interface. Where these are directly 

connected to micro Earth Station, the interface will be RS232C. Other 

cases are radio linkages, leased line/dial up connections. The packet radio 

links have X.25 protocol and there will be no need for separate modems. 

Typical configuration is shown in Fig.-IO. 

For cable type connections dial-up modems of appropriate speed 

will be used. 

Computer to computer links for heterogenous systems 

For connecting computers of different makes and models for exchange 

of data, commands and responses, the appropriate presentation session 

and transport layer protocols of the OSI (Open System Interconnection)* 

Reference Model will be incorporated. These protocols are standardised 

for this purpose by the International Standards Organisation. 

4. 7 Integration of voice communications 

Networking scheme 

0) For voice communications the basic structure of network nodes 

will remain unaltered. However, voice calls are established on 

direct node to node basis under the control of the central 

network controller. Signalling is carried out through a common 

signalling channel message initiated through the remote communi-
\ 

cation controllers at each micro Earth Station. The satellite 

channels on single channel per carrier basis (SCPC) are 

allotted on demand for the duration of the call. The use 

of the Demand Assignment coupled with TDMA used in the 

network provide the highest efficiency in using the satellite 

channel capacity and reduce the total number of voice circuits 

required in the entire network. 

(ii) EPABX can be used to link the branches within a cluster 

through VHF radio or leased/dial-up lines. They cannot 

be used for node switching functions. 

* As developed by the International Standards Organisation. 
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System requirements 

(i) The equipment at the central and micro Earth Stations for voice 

calls will need augmentation with devices called voice codecs. 

The transmission of voice in the satellite is also digital and 

use adaptive delta modulation for compressing the data volume 

and increase system efficiency. 

(ii) Voice operation requires 4.5M size Micro Earth stations to 

reduce the satellite power requirements. If voice circuits are 

required all the micro Earth Stations should lJeequipped 

wi th 4. 5M instead of 3M antennas. 

(iii) The EPABX and VHF radio equipment can be conventional. 

(i v) More number of satellite SCPC car riers will have to be 

leased to meet the voice traffic load in the network. 

(v) Voice usage in BANKNET should be reduced to the minimum 

as the network overheads increase. Further, data transfer is 

highl y efficient for any information exchange. 

4.8 Using INOONET as an alternative to BANKNET 

CMe had offered that the network architecture for BANKNET with 

the exception of voice transmission can be made available in INDONET' s 

Phase II, which is expected to be in operation in 13 Indian cities in 

the third quarter of 1988. The advantage of INDONET is that no capital 

investment will be required on the part of the banks and an established 

reliable and proven system will be available together with an expert 

operation staff. 

Some concern on the banks' side was expressed on using INDONET, 

a network through which subscribers from public and pri vate sector 

companies also transmit their data, notwithstanding the assurance of 

security of data transmission in this environment by sophisticated encryption 

and key management schemes. 

The preliminary cost for the use of INDONET to link 500 major 

banl<s' nffices in 35 Indian cities is calculated on the basis of : 
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(a) hours that the network is used by each bank 

@ Rs.200/- per hour. 

(b) approximate traffic per hour @ Re. 0.50 per 1000 characters. 

(c) equipment leased to the bank sites @ Rs.1500 per month 

per site. 

This preliminary cost estimate is found to be approximately Rs. 5 

crores per year based on typical engineering figures for data volumes 

and studies that CMC has carried out at major nationalised Indian banks. 

INDONET is expected to be extended to 35 Indian cities by mid 1989. 

INDONET is intended to be used by individuals, organisations etc. for 

availing of its computer power (both hardware and software); it was 

not concei ved as a communication network. In the banking environment, 

RBI has considerable computer power; banks also have a number of 

minicomputers and more of them would be added; further there would 

be a number of mainframe computers in - their Head Offices. By a suitable 

communication network, the available computers can be put to optimal use. 

We accordingly recommend 

banking industry. 

4.9 Private shared network 

a cooperative network specifically for the 

The alternative to using INDONET for the realisation of BANKNET, is 

for public sector banks to form a consortium and establish a separate 

network based on the architecture proposed in Chapters 3 and 4. In 

this case, the equipment is to be purchased, 40% or so from abroad, 

installed and operated by a nodal bank or a contracted agency. Approval 

of the Department of Electronics and Telecommunications will be required 

for this project which is estimated to take three years for completion. 

The exact BANKNET configuration can be arrived at after a detailed 

information flow stud y and identification of all ZO/RO and major bank 

centre locations. 

A preliminary cost estimate is made on a broad assumption that the 

network will be required to link 500 major bank centres and 100 satellite 
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nodes will be required. 

The estimated cost for this network is Rs.28.20 crores. Details 

are given in Table 2. 

Table 2 

Cost Estimate Summary 

A. Capital Investment 

Descr iption 

Central Station 

Micro Earth Stations 

Radio Equipment 

Interface equipment 

System Engineering, 
installation, testing & 
commissioning 

Total Cost 

Qty. 

100 

400 
links 

.500 
locations 

FE content approx. 40% of total cost. 

B. Recurring Expenses/Annum 

Transponder channel hire 

Operation & Mainten;;lnce 
Ex penses 

Total 

20 
circuits 

* Landed cost includes customs duties. 

Cost* 
(Rs.crores) 

1.5 

16.0 

5.0 

1.5 

28.2 

0.4 

2.0 

2.4 

Note: This cost does not include voice communication; if voice is to 
be included, the cost is likely to go up by about 30% to 35%. 

Typical implementation schedule is shown in the Bar Chart. 
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IMPLEMENTATION SCHEDULE 

SL. ~ MONTHS 
NO. ACTIVITY ~ 3 6 9 12 15 33 18 n 24 27 30 
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3. GOVERNMENT CLEARANCES 
AND TRANSPONDER CHANNEL 

1 ALLOCATION 

4. TENDERING/PLACEMENT OF ;;.. 

ORDER '!" 

5. DEVELOPMENT/SUPPLY -"'!' 
6. (NSTALLATION, TESTING AND 

COMMISSIONINE 

FIGURE 11 
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The network can be expected to be operational in about 3 years after 

the decision to go ahead with the project. Satellite channels are expected 

to be available in INSAT ID (1989-90) or INSAT II (1990-1991). 

4.10 Modalities for realisation of BANKNET 

Considering the criticality of the problem of communication, we 

are of the opinion that the network should be establishe'd expeditiously. 

The network has to be viewed as creation of general infrastructure for 

the banking industry. It would involve large investments. Banks may 

be hard put to commit large funds for this purpose. Further, the computers 

proposed to be networked in the first phase of implementation and which 

would form the basic hub are those installed by the Reserve Bank at 

its cost for the common use of banks for clearing purposes. The Committee, 

therefore, feels that on a similar basis the common infrastructure arrange­

ments should be provided by the Reserve Bank of India at its cost 

and the operating costs should be borne by the participating banks 

in proportion to their use. As the BANKNET will be used by banks similar 

to the clearing facilities and as the computers used for clearing houses 

at the metropolitan centres will be used in the B:\NKNET, we recommend 

that the department in the Reserve Bank which is in charge of the 

four computer centres may look after the functions relating to BANKNET 

and SWIFT also. A Commmittee of Direction under the chairmanship of a 

Deputy Governor of Reserve Bank of India and members representing 
t 

the Government of Ind ia ( in t he Mini s try of Finance 8e pa r tmen t of 

Banking and Department of Economic Affairs Department of Electronics, 

Department of Telecommunications, Department of Space and the Ministry of 

Home Affairs Cypher Bureau) the Indian Banks I Association, Foreign 

Exchange Dealers I Association of India, a few banks and financial insti­

tutions may be set up set up by the Reserve Bank of India to take 

all measures necessary to launch the project and to review at yearly 

or, in the initial stages, at rnorp. frequent illtervals, the progress in the 

i'11plementation of BANKNET/SWIFT projects and give guidelines in regard 

to course of implementation. 

The development and implementation of the network require consider­

able technical knowledge and skill which is SCrlrce. The Crvc,a Government 
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of India undertaking, who have successfully implemented their own INDONET 

and are helping more public sector undertakings such as Coal India, SAIL 

in developing their networks. There may be other agencies also who 

might possess skills and knowledge in hardware and software both in 

computers and communications as well as ex perience in establishing large 

network. A sui table agency may be selected by the RBI, in consultation 

with the Department of Electronics and the Department of Telecommunications. 

Pend ing final decision on details, the RBI may immediately seek the 

approval of DOT in principle for the establishment of the network and 

also app 1 y to the Satellite Coordination Committee for necessary satell ite 

channels for the network. 
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CHAPTER 5 

SWIFT 

Concept 

5.1 The concept of the SWIFT system is to provide a fast, seC!Jre :wd 

reliable method for international banking community to communicate with each 

other in a standard way. The system is operated and administered by 

the Society for Worldwide Interbank Financial Telecommunications which 

is as cooperative non-profit making organisation established under Belgian law, 

with its headquarters at Brussels. It is wholly owned by the member 

banks by means of shares distributed proportionately 

of the system. Capital expenditure is met by loans from 

operating cos ts covered by charging for the use of 

tariff structure includes fixed connection charges, a 

to the use 

the members, 

the systems. 

base charge 

made 

with 

The 

per 

message sent and additional charges for ancillary functions and services -

such as message retrieval, priority and multi-addressing. The SWIFT 

system has the capacity to handle 920,000 messages daily and it is now 

handling upwards of 800,000 messages. Standard message formats have 

been developed by SWIFT to handle customer transfers, bank transfers, 

foreign exchange (including loan and depos it transactions) , collections, 

documentary credits, securities, statements and accounting entry confirmations 

plus supporting system messages. There are now over 2,000 transmitting/ 

receiving points in over 50 countries connfcted to the SWIFT. A number 

of Central Banks includ ing Federal Reserve. Bank of England, Reserve Bank 

of Australia are SWIFT members. 

5.2 SWIFT II 

SWIFT II is an update of the current system and is now in the 

development stage. This will provide greater flexibility for ad d i tional 

message types and volume growth for the future. SWIFT II will take 

over from the old system in a phased manner between 1989 and 1991. 

5.3 SWIFT rr has been designed using the concept of distributed data 

processing architecture, proven operating system and is based on X.25 

packet switched network. This network is expected to cater to the needs 
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of international banking community for the next 10 years. Since SWIFT 

Regional Processor 

banks will use 

is likely 

SWIFT II. 

to 

The 

be provided in India 

internal organisation 

in 

of 

1990, 

member 

Indian 

banks 

in each country is generally by means of a National User Group set-up 

to coordinate and control the national network, on-going standards development 

and day-to-day operational aspects of the system. 

5.4 SWIFT provides its users with communication services. It has 

been designed to replace mail, cable and telex as the means of communi-

cation for international banking messages. The service is avai lable 24 

hOllrs a day on all days of the week. The Society provides the service by 

means of an international data transmission network. This comprises a 

number of Operating Centres together with a large number of subsidiary 

Regional Processors interconnected by ded icated transmission lines. User 

banks are connected with the system through terminals connected to 

these Regional Processors. 

The principal service offered is that of message transmission, 

the acceptance of messages originated by one authorised user and delivery 

to other authorised users in accordance with the directions of the origi­

nator. The system provides for adequate security of messages by restricting 

access to authorised users, monitoring the performance of these users 

in order to detect procedural and message format errors and protecting 

messages . which are accepted for deli very against loss or mul tilation. It 

also provides for encryption and authentication keys to ensure that there 

is no piracy of the messages during transmission. The security details are 

discussed in Chapter 6. 

5.5. Connecting banks to SWIFT 

The banks can connect through computer based terminals to the 

SWIFT Regional Processor to be located in Bombay through any of the 

following three systems supplied by STS (SWIFT Terminal Services), 

which is a subsidiary of SWIFT: 

ST-200 

This handles small and medium volume traffic over SWIFT and telex 
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networks. The ST-200 is ideal for banks in which the majority of SWIFT 

messages are entered manuall y. 

or 

ST-200 software 

NCR. The modular 

runs on standard 

structure of the 

hardware available from UNISYS 

ST-200 product line enables the 

ex pansion of the 5 ystem to accommodate higher traffic volumes and broader 

operational needs. Starting with a stand alone nucleus; the system can 

be expanded to a multi work station configuration serving local or remote 

departments. The addition of a second nucleus called an Integrated Backup 

provides protection against loss of essential data in the event of a 

failure within the main nucleus. 

The software supports simple operating procedures. A step-by-step 

approach adopted through screen menus, prompts and guidance lead to 

easy and error-free operation. A prompt message on entry guides the 

operator through each field with syntax checks. A fast mode allows 

experienced operators enter messages directly without help from the 

prompting mechanism. Messages prepared on other computers such as the 

host computer to which ST-200 may be connected, can be entered in 

batch mode. 

The ST -200 software uses the SWIFT authentication algorithm (des-

cribed in detail in Chapter 6 - Security) to automatically add or verify 

authenticated results on messages 

procedure ensures the immediate 

text. 

t 
sent or received by the bank. This 

detection of any changes in the message 

The ST -200 software automatically channels 

incoming and outgoiong messages using the information 

different types of 

stored by the bank 

in routing tables. The messages can be sent to one or more destinations 

for immediate action. 

The software provides for detailed auditing information to help the 

bank to monitor network traffic and control system operation. A Log, a 

Journal and statistical reports gi ve necessary data for audit trails. 
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In addition, an extensive range of application software packages 

assists transaction processing and communications. They improve the 

bank's operational efficiency by automating tedious manual tasks and 

streamlining message handling. Examples are Traffic Reconciliation, Nostro 

Reconciliation, Telex Interface and Mainframe Link. 

Traffic Reconciliation 

Traffic Reconciliation automatically reconciles all the SWIFT messages 

with checks for duplication and sequence number gaps and generates analy­

tical reports. 

Nostro Reconciliation 

Nostro Reconciliation performs automatic matching and reconciliation of 

Nostro transactions according to amount, value, date and reference number. It 

helps the bank's foreign fund management through up-to-date reports 

on account balances and outstanding items. 

Telex Interface 

Telex Interface links the ST-200 system directly to the telex network 

and provides a common procedure for SWIFT and telex message handling. 

Added features include automatic dialing, re-dialing, message routing, 

group transmission and automatic test key procedures. 

Mainf r arne Link 

Mainframe link connects the bank's computer to the ST-200 system 

for on-line message processing and transfers over SWIFT or telex. 

Minimum Hardware Requirements 

The main ST-200 software and all add-on application packages for 

the ST-200 run on standard hardware configurations available from UNISYS 

or NCR. The minimum hardware requirement for a ST-200 system is a 

nucleus consisting of: 

One central processor unit; 

One high resolution non-glare visual display unit 
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One Two-Position, slim-line keyboard with 10 SWIFT function keys 

One mass storage uni t 

One Printer 

The mass storage unit comprises a 5.25" floppy disk drive, a win­

chester hard disk and an optional tape streamer for backup. 

ST-400 

This is the latest release from SWIFT, providing an integrated 

approach offering not only automated traffic management of SWIFT, telex 

and other networks, but al so processing power for the banking application 

packages required by the bank. A single ST-400 system handling transaction 

processing and international message traffic in the bank, makes maximum 

use of its hard ware, software and human resources. The software includes 

sophisticated message handling and reporting, an integration with other 

resident banking applications through standard SWIFT message formats. 

ST -400 software runs on Digital Equipment Corporation VAX computers, 

from MICRO-VAX to the VAX-8000 series. Software compati bili ty across 

the full range of DEC machine safeguards the banl~ I s investment when migrating 

to larger capacity machine as message volume increases. 

Moreover, one can install additional packages to interface with 

local or national payment systems. Message processing is standardized 

through the use of SWIFT format messages which provides a common basis 

for communication with mainframes, integrated application packages 

and external networks such as SWIFT and telex. For banks with traffic 

distributed over several networks and payment systems, the possibility 

is offered of inter-network and payment systems conversion, using packages 

available from independent software houses. 

Automated functions provided by the ST-400 include: 

Message transmi ssion, message reception, message routing, message 

re-transmission and re-routing, expansion of coded message fields, SWIFT 

message aut hentication and message recall. 
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The investigation information allows one to scan the context and 

messages based on a wide range of parameters. A journal provides on-line 

reports of all system events and operator actions concerning commands and 

messages. 

The ST-400 system allows the bank to present network log-in tables, 

enabling a log-in status to be maintained over pre-determined time period. 

This feature allows the unattended operation of the ST-400 system. For 

example, it can be set to start receiving messages and commence traffic 

print-outs, a few hours before the arrival of the staff in the morning. 

This eliminates delays while the overnight messages are being printed. 

As a result, the workload of the traffic handling staff has a smoother 

spread accross the day with the elimination of stressful and error prone 

morning peaks. 

frame 

ST-400 systems 

link as in the 

allow connection of telex interfaces and the main­

case of ST-200. It is also possible for a number 

of banks to share the same ST-400. 

The number of terminals that can be connected to the ST -400 system 

depends upon its configuration. A total of 100 devices, including terminals 

and printers can be connected to a typical VAX-8600 systems. 

ST-500 

The ST-500 is a fully 

performance transparent link 

and global networks such as 

automatic gateway system providing a high 

between the bank's mainframe computers 

SWIFT and telex. It extends the bank's 

data processing power to automate its international message traffic. In 

addition to automatic network traffic management, the ST-500 system 

makes the message formats and operational procedures completely independent 

of the networks used. 

Higher operational efficiency is achieved through: 

24 hours a day unmanned operation; 

Fast, secure transfer of medium to high message volumes; 

Sophisticated message routing mechanism; 
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Automatic anal ysis of incoming and outgoing traffic; 

Reduced mainframe workload. 

Outgoing messages recei ved from the mainframe are sui tabl y authenti­

cated and automatically transmitted over the specified network. Incoming 

messages are verified and routed to different destinations based on combi­

nations of user defined routing criteria. Real time message checks eliminate 

double bookings, cancellations and interest charges, investigation costs 

and loss of funds. 

reconciliation ensures an up-to-the status of all 

history going back 14 days. These include hardware 

based on extensive selection criteria including time, 

On-line traffic 

traffic with message 

and traffic reports 

day, value, date, message status etc. 

Hardware requirements 

The basic ST-500 system consists of the SWIFT application software 

running on standard IBM seriesii hardware. 

A typical configuration includes 

Dual processors, each with one SWIFT and one mainframe link 

Two hard disks 

Two floppy disk drives 

Two control stations 

Two matrix printers 
t 

One or two magnetic tape units shared between both processors 

Disk capacities to match the traffic volumes and 

storage requirements. 

The fail-safe nature of the ST-50.0 system is ensured by a "dual" 

configuration, with 

processors run in 

in all their files. 

two identical processors and disk units. The two 

parallel, with disk mirroring to ensure identical data 

In the event of a failure in one processor, the second 

processor automaticall y takes control of al) operations. 

Mainframe connections and protocols 

The ST-500 system currently supports connections such as leased 
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lines, channel attachments and public switched networks. Links with a 

wide variety of mainframe including IBM, Honeywell Bull, Data General 

and Tandem are supported. A number of industry standard mainframe 

protocols are supported including point-to-point BSC 3270 and LCC. The 

ST-500 system can be connected to the IBM mainframe message preparation 

and processing package DMNL, using IBM's "Director ST 500 Link" - D500. 

It allows interactive messages and command exchanges between the mainframe 

and the ST 500. 

SWIFT connection software from other vendors 

Many of the larger banks have developed extensive data communi­

cation networks within their countries. In a few cases, the networks 

span across the continents in the form of international networks. They have 

developed in-house su\utions on their respective hardware for connecting 

to SWIFT. The systems include IBM, Burroughs, UNISYS, DEC, ICL, etc. 

Some of these vendors, as well as independent software houses, are 

also providing hardware and software solutions for connecting to SWIFT. 

Basicc.ll y, these packages perform the same functions as outlined above 

in the case of ST-200, ST-400 and ST-500 systems from STS. The latter 

being a subsidiary of SWIFT, guarantees all possible enhancements to 

SWIFT-II as well as any changes that may take place in the SWIFT network. 

In the case of independent software houses and the hard ware vendors, 

these changes would have to be separately initiated with them unless the 

agreement provides for the same in the beginning itself. 

5.6 Connecting the Indian banks to SWIFT 

SWIFT have applied to the Government of India for permission 

to establish their Regional Processor at Bombay. After Government's 

approval, they will be entering into agreement with the Videsh Sanchar 

Nigam for necessary leased lines for overseas communications. Reserve Bank 

has conveyed its no objection to some of the banks becoming members of 

the SWIFT. These banks will pay their membership fees after the Govern­

ment's approval mentioned above. A Regional Processor will be installed by 

the SWIFT in Bombay and it will be UNISYS machine. Each bank will be 
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gi yen one or more lines from this Regional Processor to connect its 

system.A one time fee will 

for membership. Indigenous 

SWIFT connection. Hardware 

necessarily have 

software is not 

cost component 

to be paid 

available 

is minimal 

by every bank 

at present for 

as compared 

to the total systems costs. As procurement of hardware and software 

from SWIFT Terminal Services (STS) carry the guarantee that they would 

work in SWIFT II environment also, it is desirable to get our initial require­

ments from STS. Banks can choose any of the three alternative systems 

viz. ST-200, ST-400 or ST-500 to connect to their mainframe systems 

in the Head Office, depending upon their traffic volumes. It is possible 

that none of the Indian banks may require a ST-500 system for connecting 

to SWIFT. Most of the banks mdY opt for ST-200 and ST-400 systems. 

Some of the banks although engaged in international business, do not 

have sufficient daily transactions to justify a dedicated system. Although one 

time fee for membership of SWIFT has to be paid, we may minimise the 

expenditure on hardware and software for achieving the SWIFT connection. 

It is possible for a number of banks to share the same ST-400 

system and this possiblity would need to be discussed with SWIFT autho­

rities in detail. Since 51'-400 supports multiple TIDS (terminal identification 

numbers), unique TID could be given to terminals of different banks. 

The TID comprises of bank code, country code, location code and branch 

code (4+2+2+3) characters). Alternatively, multiple copies of software 

can concur rentl y run on the same VAX machine, each copy supporting ter­

minals of a given bank. Each bank will thus have a ST-400 connection to 

SWIFT through the same VAX machine. This might be a better solution with 

respect to security considerations for the banks. 

The banks can transmit payment messages over the SWIFT network 

from their branches doing foreign exchange business throughout the country 

through their Head Office computer system attached to the SWIFT connection 

system such as ST-400. Alternatively, a branch can directly key in the 

message in the computer and enter all the details of the correspondent bank 

and directly transmit without 2ny interventiJn at the Head Office level. 

This al ternati ve necessitates massive training of all the concerned operators 

in the branches doIng international business. To circumvent this problem, 
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many banks in the West have encouraged relati vel y smaller international 

business branches to transmit the messages in free format to the head 

office where a group of trained operators analyse the messages and 

enter them in SWIFT formats: for example, National Westminister Bank in 

the U.K. The· messages of all branches can be prepared in the SWIFT 

format on the bank I s mainframe computer system. At the end of the 

day or at any other desired time, the message tape can be connected 

to the ST-400 system and transmitted over SWIFT in one shot. This 

saves the communication costs. To begin with, this· method appears to be 

satisfactory for outstation branches. After the SWIFT formats have been 

assimilated by the Indian banks and the message transmission has progressed 

satisfactoril y from the head office operators, the banks may consider 

training the operators in other international branches with· heavy business. 

Whatever the method of connection, banks in India should not 

use SWIFT for message transmission within India. 

56 



CHAPTER 6 

SECURITY IN DATA NETWORKS 

Security is a key element and an integral part of data net\\ork. 

Unti 1 recent 1 y, adequate levels of information seeur it)" computer security and 

access controls have only been the concern of military organisations. The 

commercial organisations have been satisfied with some thin security 

measures, although experts have held that poor security is worse than 

no security at all. In the last decade, however, with the implementation 

of financial networks such as SWIFT and private bank networks, a greater 

thrust has been placed on security of information transfer. Electronic 

transfer of funds is certainly worth tampering with by hackers, pirates, 

thieves etc., since the payoffs are high in view of the huge sums of 

money transferred over the nptwork. But on other hand, it is precisely 

because of this reason that the EFT networks have taken due care to 

install the strictest possible security mea"sures to prevent any frauds. 

Before examining the security features of SWIFT international 

communication network, it may be worthwhile to note the techni'l'jes 

available for securing the network, in v iew of the domestic network for 

banks - BANKNET. The latter must also be at least as secure as SWIFT. 

It is physically impossible to se.cure the entire network, the 

costs being probibitive, to achieve complete security levels. An organisation 

has to strike a balance between security, risk, user convenience and 

service. But in the case of EFT networks, priority must be security 

procedures. The cost of network intrusion or penetration must out-weigh 

user convenience. Illegal access to the network can result in fraudulent 

transactions for EFT systems with funds landing up in the criminals I acco­

unts. Theoretically any person with a telephone and computer terminal 

and technical skills and the time, can gain access to a data communication 

network. Security serves to act as a delaying tactic. 

The computer crimes are mainly committed by two kinds of users -

computer hackers and computer professionals who are company employees. 
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The former regard the breaking of the system and security as a challenge. 

The main threat, however, is from company employees engaged in unautho­

rised activities. In the case of a distributed network where the data 

base management system can be accessed by micro computers or data 

network users, the security risk is increased. Right from the time of 

planning of the system, the security aspect has to be an integral part 

of the total system rather than as an afterthought and that too at 

only a few points in the overall network. It goes without saying that 

the primary security involves controlling the access to main computer 

systems, communication 

Proper identification 

be created for using 

terminal users must 

processors and 

procedures and 

the terminal and 

other sensitive hardware 

physically secure areas 

dev ices. 

the communication 

be properly identified and access 

have 

equipment. 

controlled 

to 

All 

at 

various levels. Sometimes it is beneficial to have terminals identified 

application-wise and only authorised users engaged in the relative activities 

allowed entry to that particular area. The physical measures of security 

are quite obvious and are not elaborated. 

The equipment has to be protected from physical destruction or 

damage. Similarly, the data also has to be protected from any possible dam­

age. For this purpose, generally complete redundancy is built into the sys­

tems in the form of duplicate processors, storage dev ices, controllers, I/O 

channels, communication lines, etc. In the case of many EFI systems, in 

addition to these systems, an extra system is located at an altogether 

different site, in addition to the above duplicated hardware and 1/0 devices. 

It turns out that the need for protecting the data which is much more valu­

able than the equipment used to handle it necessitates such level of 

redundancy being built in as part of security of data networks. 

In order to protect the data from being tampered with or being 

accessed by fraudulent users dur ing transmission over the communication 

lines, the data is general] y encrypted into undecipherable text through the 

use of some software keys or hardware encryption devices. Encryption is 

generally considered cumbersome and expensive; but for defence and finance 

networks in particular-, there is no escape from using the encryption keys 

or devices. 
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Encryption is the method of scrambling information to be transmitted 

at source and reconstructing it at the receiving end. It converts data 

text to cipher text. Data encryption standard, (DES) is a standard approved 

by the US National Bureau of Standards and is available under license to 

EFT users throughout the world. They had approved a 64 bit pattern which 

provide over 72 quadrillion possible keys. The earlier estimated time 

of 100-2000 years to crack such a key has now been reduced to a few 

minutes, thanks to the availability of very large processing powers 

of the computers! Instead, now a public key encryption scheme based 

on 512 bit number seems to be gaining acceptability. It is estimated 

that even with the next generation of t:omputers with their enormous 

processing powers, it would not be possible for anyone to break this 

key in the foreseeable future. The public key involves the host and 

terminal having two keys which do not need to be exchanged. One key, i.e. 

the public key is disclosed to all the parties between which a transaction 

can take place. The secret key, however, is known only to its owner. 

Public key systems like the DES are based on a mathematical algorithm. 

But public keys depend on one way 

of 

mathematical functions. The simple 

these operations. While it is easy process of multi plication is 

to multiply two large prime 

difficult to take the resulting 

one 

numbers together, it is very much more 

product and deduce the prime factors from 

which it was derived. If the original primes are such that they generate 

a 512 bit number, the process of factorisation is effectively impossible 
~ 

even with the fastest known computer resources today and those which 

will become available in the next 10 years. 

The encryption algorithm of the DES type is supplied as a chip and 

added security can be obtained by incorporating validation keys which 

interact to decipher the message. These are known as authentication 

keys. On the EFT network the transmitting bank and the receiving bank have 

to use the same set of authentication keys to unlock the message even 

after encryption and decryption. But this method relies heavily on the se­

cure distri bution of the authentication keys. 

Modern protection dev ices incorporate password, antitamper locks, 

PC driven security controls and monitor facilities. On a more routine basis 
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individual users must be encouraged to change their password regularly and 

supervisors should check that this requirement is not neglected at all. In 

order to en~ure that no unauthorised user can gain access to the network 

from remote locations, there should be a series of layers of passwords built 

into the systems. 

The most recent security devices incorporate such technologies as 

bio-metric identification devices relating to finger and eye genetic character­

istics. 

Security on SWIFT 

SWIFT aims at protecting the network against unauthorised access and 

protects traffic against loss or mutilation of messages, errors in transmission, 

loss of privacy and fraudulent change. Protection is provided on the SWIFT 

part of the network i.e between the Regional Processors in sending and 

receiving countries by message numbering, error checking, encryption,control 

of access to message at the Regional Processors and operating centres and by 

log-in procedures. 

Authenticator keys: 

The SWIFT authenticator is an improved and automated version of the telegr­

aphic test keys traditionally used for the authentication of, and confirmation 

of amounts in messages between banks. It is automatically calculated 

on the entire message text. This ensures that any change in the message 

text would be detected. 

SWIFT supplies the authenticator algorithm, gives guidelines for 

exchange for authenticator keys and checks that an authenticator result is 

present in the specified categories of messages. But SWIFT is not involved 

in the authentication process between the banks. The sending and the recei­

ving bank have to be in tune with respect to the authenticator key. The 

receiving bank terminal checks the autheticator results by using the standard 

algorithm and the authenticator key. The algorithm is incorporated in the 

software of the computer based terminals. The uuthenticator keys agreed with 

correspondent banks are normally stored in the computer file in the terminal. 
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SWIFT has suggested authenticator key exchange procedures and has also 

prescri bed formats for exchanging the keys between the banks. 

SWIFT has defined the responsibility of the sender bank, the recei­

ving bank with respect to message control, time, amount of payment 

etc. as well as the responsibility and the liability on the part of SWIFT 

with respect to losses. These are given in detail in the SWIFT user hand­

book. 

The responsibility of SWIFT with respect to security of data messages 

is between the Regional Processors. SWIFT does not assume any responsibility 

of the messages between the Regional Processor and the banks. However, 

they have recently come out with a security device which can be conected 

to the SWIFT terminal connections and the bank side as well as on the 

Regional Processor side. This device is called STEN and guarantees 

complete security against the unauthorised use of data transmitted over any 

line, public or private. A pair of STEN units at the two ends of the comm­

unication lines between the bank and the SWIFT Regional Processor ensures 

this. STEN uses an exclusive SWIFT encryption process to automatically 

code the transmitted data and decode the receiving data. The encryption 

keys at both the STEN units are changed at random intervals making impos­

sible for unauthorised user to decipher the transmitted data. 

Security on 8ANKNET: 

Password protection for preventing unauthorised access at computer 

centres is available as a normal feature in the IBM machines used by 

the Reserve Bank. Data security on the links in the BANKNET can be provi­

ded by controlled access at the network interfaces and through data encry­

ption units if these are incorporated at the computer/modem interfaces. On­

line data encryption for duplex line operation from commercial sources can 

be incorporated. This system uses user -programmed key combination with 10 

variations which is expected to be sufficient for BANKNET use. One 

encryption unit will be needed at input of each line before the modem. 

Alternati vel y, ind igenous1 y custom designed chip encryption can be imple­

mented. 
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The packet switching, encoding, scrambling and TDMA schemes used in 

the network provide built in inherent security at data level. The data 

encryption scheme for BANKNET will be exclusi vel y designed and can be 

implemented at software level. 
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CHAPTER 7 

Message Formats 

Message standards are at the core of SWIFT Development of standards 

involves several stages such as identification of business areas to be stand­

ardised, detailed analysis (such as identification of parties, deter­

mination of what messages need to be exchanged, purpose of the message), 

creating a list of the information, both essential and desirable, which needs 

to be accommodated and expressing in a general structure for identifying 

information. The standards are developed by SWIFT with the participation of 

its members. The process is a lengthy one (Sand ra Bleich, Standards 

Manager of SWIFT says: "it normally takes SWIFT from two to five years to 

complete this process for each business area and after this time span, 

we must still wait for another 18 months before these messages can 

be put on the network. This time is necessary for the member banks to 

prepare their operations and systems for the introduction of the new stand­

ards") The objective of standards is to identify the purpose of the message 

being transmitted, and providing the relevant information in a structure 

which the receiver will easily understand; the receiver will be able to 

route an incoming message to the appropriate department/location within 

the bank; once it has arrived there, the information will be clearly located 

for further processing. As the messages are clear, enquiries are minimised. 

Another benefit of standardisation is automation. By developing appropriate 

bank application systems, computerised Ptrocessing of SWIFT messages 

without human intervention is facilitated (eg. posting of accounting entries, 

generating necessary advices and statements from the incoming instructions). 

As the banking industry grows and diversifies, SWIFT reviews the existing 

standards and adds new standards as necessary. Standard message formats 

have been developed by SWIFT to handle the following business areas: 

- customer transfers 

- bank transfers 

- foreign exchange 

- loan and deposit transactions 

- collection of customers 

- documentar y c red its 

- securities 
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- statements of accounts 

- accounting entry confirmations 

- supporting system messages. 

In addition, free format messages are also permitted. 

BANKNET should also use standard message formats. The merit of 

SWIFT message types and standards lies in their acceptability by the 

banking industry as a whole. Banks such as Irwing Trust Co. of U.S.A., 

from day one of their going live on EFT chose to use SWIFT message 

formats even on their domestic network. It would be advantageous for banks 

in India also to adopt SWIFT formats for BANKNET also. 

A small Committee consisting of Shri V.Ananthakrishnan, Chief 

Execut i ve, FEDAI, Shri L. Raghavend ra from Indian Banks' Association, 

Shri N.S.Kulkarni, Ceneral Manager, State Bank of India, Smt.H.S.Palav, 

Asisistant General Manager, Central Bank of India, Shri V.S. Vaidya from 

Bank of India, Shri D.S Angchekar of Reserve Bank of India and Shri S.­

Venkateswaran, Di rector, Reserve Bank of India, Management Serv ices Depart­

ment, also considered the question of message formats for SWIFT and felt 

that since standard formats have been laid down by the SWIFT, we have no 

option but to accept the same. They also generally felt that it would be 

useful to adapt these formats for domestic network also since such a course 

of action would save considerable labour and time in developing fresh 

formats. 
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CHAPTER 8 

Summary and recommendations 

8.1 Mechanisation and computerisation in a planned manner has been recent 1 y 
started pursuant to the recommendations of Dr. Rangarajan Committee. 

Several branches of banks have been mechanised and a number of mini 

computers have been installed in Zonal/Regional Offices of banks j more 

branches/zonal offices will be mechanised/computerised in the next two 

ye'ars; by then, head offices of banks will have larger computers. Use of 

telecommunications for data transmission and networking of computers is, 

however, practically non existent in Indian banks. 

&.2 Efficient communication facilities would enable banks to move funds 

(their own, customers's etc.) faster and transmit data faster at lesser cost. 

Though the total number of branches of banks is large, about 10,000 

branches located in 100 centres account for 60% and 65% respecti':'ely of the 

total deposits and advances. Connecting these branches with their regional/ 

head offices will go a long way to meet their data tran~mission needs and 

facilitate control and policy formulation based on an efficient management 

information systems. If planned now, it wiiI also facilitate proposed conne­

ction of Indian banks to SWIFT. Given the resource constraints in India 

and the need to ensure that the limited national telecommunication resC'urces 

are not pre-empted by individual organisations for developing independent , 
network, a common communication network needs to be planned on a co-

operative basis. 

8."3 The proposed co-operati ve network may be called 'BANKNET I and 

jointly owned by the Reserve Bank of India and public sector banks. The 

private sector and cooperative banks and financial institutions may also 

use the network on terms to be specified by the RBI and the network 

implementing group. 

8.4 The computers available with the RBI at Bombay, Madras, New Delhi 

and Calcutta for cheque processing dliring night time and which are 

at present free during day time may form the basic hub of the network to 

start with. X.25 bJ.sed packet switching network may be commissioned in 

the first phase connecting these 4 nletropolitan centres which would 



be the nodes. The computer systems available in the Head Offices of 

public sector banks located in these four cities could be connected to these 

nodes. In the next phase, communication nodes could be located in 8-10 

banking intensi ve centres, gradually raising the number of centres to about 

100 in about 3 years' time. 

8.5 The electronic private 

be installed by RBI cannot be 

automatic exchange 

effecti vel y utilised 

system 

for the 

proposed to 

data network 

in the first phase and the data operation cannot be integrated with voice. 

It is, therefore, necessary in the first phase to configure a network for 

independent data operation using voice grade lines dedicated for data 

communication only. 

8.6 The network may be implemented in two phases. In the first 

phase, Front End Processors with SNA X.25 protocol are required at 

the 4 nodal centres to connect the computers at RBI centres and to handle 

computer systems of different vendors later on. For linkages with public 

sector banks, separate links are requi red from their head office to 

the nearest RBI centre. The budgetary requirement for the 4 metropolitan 

centres is estimated at Rs. 41,25 lak hs. For inclusion of other stations 

(including stations of public sector banks) the estimated cost for each 

additional station is Rs.2.32 lakhs. The time schedule for implementation 

of this first phase is about 6 months from commencement of work. 

8.7 In the 1990's banks will have a mix of stand alone systems, 

decentralised computers and computerised processing to keep pace with 

their growth; they will need to access SWIFT to enhance their capability 

in international business. The 2nd phase of BANKNET is, therefore, 

intended to provide a wide area communication facilities within the 

country with access to SWIFT. About 10,000 branches spread over 100 

centres in the country account for a major portion of banks' business 

(60% to 65% of deposits/advances) and the proposed network will achieve 

its objectives if it covers about 100 centres. 

8.8 A shared banking network which will be a common carrier for 

information ~xchange of various banks for their internal use as well as 
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inter-bank communication is recommended. Though it is a shared network, 

from individual bank's point of view, it will have logical independance 

and for internal purpose the network will be controlled by a bank by its 

software. Voice communication is essentially to be carried through public 

telephone system. 

• 
8.9 The BANKNET could be optimised by -

(1) graded use of satellite, radio, fibre optic and cable links 

(2) network architecture with multiple nodes and a central hub and 
central monitoring and control. 

8.10 BANKNET should have nodes with independent communication processors 

so that communication workload is totally delinked from the banks' computer 

systems. The main network switching will be organised at a central node 

located in the major Earth Station in the satellite network. Micro Earth 

Stations will form other nodes in the network each serving a group of banks 

around them; they will also serve as concentrators. The RBI systems will be 

connected to either the communication processors at 

the packet assembler/de-assembler at the Micro 

the rentral station or 

Earth 

will interface through the Front End processors equipped 

Station. They 

with SNA/X.25 

software. 

8.11 The zonal office/regional office systems of banks will be required to 
\ 

be equipped with X.25 interface. 

8.12 For connecting computers of different makes, the appropriate 

presentation session and transport layer protocols of international Standards 

Organisation will be incorporated. 

8.13 Voice usage in the BANKNET is not favoured as the network overheads 

will increase. 

8.14 INDONET is essentially intended for availing of its computer power 

for information processing and software development; since, in the banking 

environment, RBI and banks have/will have considerable computer power, 

by establishing sui table communication network, available computers may be 
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put to optimal usc. A cooperative network specifically for the banking 

industry has, therefore, been recommended. 

8.15 The cost of the network in the 2nd phase has been estimated at 

Rs.28 crores. 

• 
8.16 The network should be established expeditiously. The network 

has to be viewed as general infrastructure for the banking industry. As the 

investment for such infrastructure will be sizeable and since banks may be 

hard put to commit large funds for developing it, the common infrastructure 

arrangements may be provided by the RBI at its cost and the operating costs 

(including depreciation on the infrastructure) may be borne by participating 

banks. 

8.17 The 

4 computer 

SWIFT also. 

Department in the Reseve 

centres may look after the 

Bank of 

functions 

Ind ia looking after the 

relating to BANKNET and 

8.18 A Committee 

Governor of Reserve 

India (Ministry of 

of Direction under the 

Bank of India, members 

Finance- Department of 

chairmanship 

rep resent i ng 

Banking, and 

of a Deputy 

Governement of 

Department of 

E~onomic Affai rs-Department of Electronics; Department of Telecommunications, 

Department of Space and Ministry of Home Affairs-Cypher Bureau), the 

Ind ian Banks I Association, Foreign Exchange Dealer s I Association of India, a 

few b?nks and financial institutions may be set up by the Reserve Bank of 

India to launch the project and to review periodically the progress of 

impiementation of BANKNET /SWIFT project and give guidelines in regard to 

course of implementation. 

8.19 The development and implementation of the network, require consid­

erable technical knowledge and skill. The Reserve Bank of India may select 

a suitable agency, for this purpose, in consultation with the Department of 

Electronics and the Department of Telecommunications. It is possible 

to realise the first phase of the BANKNET in 6 months and the second phase 

in about 3 years. 
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8.20 SWIFT provides a fast, secure and reliable method for international 

banking community to communicate with each other in a standard way. 

The system is operated and administered by SWIFT SC, a co-operati.ve 

non-profit making organisation established under Belgian 1~1',1,' with head­

quarters at Brussels. 

8.21 The communication services provided by SWIFT are designed to 

replace mail , cable and telex as the means of communication for international 

banking messages. 

8.22 Banks can connect through computer based terminals (CBT) to 

the SWIFT Regional Processor 

three systems (viz.ST 200,ST 

services (STS), a subsidiary 

to be located at Bombay through any of the 

400 or ST 500) supplied by SWIFT Terminal 

of SWIFT. These three types of systems 

vary from one another in terms of their capacity and sophistication. 

8.23 Many of the larger banks abroad have developed in-house solutions on 

their own respective hardware (IBM, Burroughs, UNISYS, DEC, ICL etc. )for 

connecting to SWIFT. Some of these vendors as well as independent software 

houses are also providing hardware and software solutions for connecting to 

SWIFT. 

8.24 After Government of India approve the proposal of SWIFT to establish 

its Regional Processor at Bombay,banks'in India will join SWIFT as 

members. Depending on the volume of message traffic, banks may choose 

ST 200 or ST 400 system offered by STS. None of the India:1 banks may need 

ST 500 system. It is possible for a number of banks to share the same 

ST 400 system and by running multiple copies of software on the system, 

each copy supporting terminals of a given bank, security considerations of 

banks can be better taken care of. This possibility should be explored 

in detail by discussion with SWIFT authorities. 

8.25 An outstation branch doing foreign exchange business can directly 

connect to SWIFT Regional Processor at Bombay. In such a case, massive 

training of the operators at all such branches will be requi red and may 

pose a problem. Many large banks in the West have encouraged smaller 
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international business branches to send the messages in free format to 

the Head Office, where trained operators enter them in SWIFT formats for 

transmission purposes. Similar system is recommended for Indian banks 

in the initial stages. 

8.26 Banks in India should not use SWIFT for message transmission 

within India. 

8.27 SWIFT aims at protecting the network between the Regional Processors 

in the sending and receiving countries by message numbering and checking, 

encr yption, cent rol of access to message at Regional Processors/ Operating 

Centres and by log-in procedures. SWIFT also suggest authentication­

key exchange procedures. Use of STEN, a security device recently brought 

out by SWIFT, guarantees complete security against unauthorised use 

:)f data transmitted over any line, public or private. 

8.28 Password protection for preventing unauthorised access at computer 

centres is available in the IBM machines used by the RBI. Packet switching, 

encoding, scrambling and TDMA schemes used in the network provide built in 

in-house security at data level. 

8.29 Message standards are at the core of SWIFT. Standard message 

for:nats have been developed by SWIFT to handle customer transfers, bank 

transfers, foreign exchange, collection documentary credit, securities, 

ment, accounting entry confirmations and supporting system messages. 

state-

8.30 BANKf\:ET also should use message formats and it would be advant-

ageous for our banks to adapt SWIFT formats for BANKNET also. 

8.31 A suggested action plan for the next six months is given below: 

Action plan: 

BANKNET-PHASE I: 

RBI To set up a Committee of Direction to guide and direct the 
implementation of BANKNET 

To seek approval of D.O.T. in principle for the proposed 
I3ANKNET 
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Banks: 

To place indent with Satellite Coordination Committee for satellite 
channels for the network. 

To procure/develop and install hardware/software for the basic -
hub of the network 

To select a sui table agency for the development and implement­
ation of the network 

To secure and commission data circuits from the D.O. T. 
for the basic hub connecting Bombay, New Delhi, Calcutta, 
Madras and Nagpur 

To identify the centres (about 100) to be connected to the 
network 

To finalise the principles for charging the banks for the 
use of the network 

To identify H.O./M.O.s which would communicate with RBI offices 
for E. F. T. etc. 

To identify applications for which the network wouLd be 
used in the first phase 

Pend ing installation of mainframe, to decide on P. C. /mini-
computer connection with the network 

To arrange for site preparation, acquisition of P.C. etc. if 
new facility is to be created 

To identify and train personnel for this new item of work 
(To decide on the mainframe computer to be acquired for H .Os). 

Note: The aforesaid activities of individual banks may be coordinated 
by the Indian Banks' Assoc\iation/Foreign Exchange Dealers' 
Association of India. 

Government Departments 

Action 

To aprove the network for the banking industry 

To allot and commission data ci rcuits for the network 

D.O.T., D.O.E., Department of Banking, Department of Economic 
Affairs and Cypher Bureau representatives to serve the Committee 
of Direction to be appointed by the RBI. 

To give approvals for import of equipment 

Plan for BANKNET PHASE 2 

To be drawn up by the 
Commi ttee within 3 months 

RBI on the ad v ice of the Technical 
of starting the first phase 
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Action plan for SWIFT connection 

RBI To secure the approval of Government of India for SWIFT 
Regional Processor to be set up in India 

To advise banks regarding payment of membership fees to 
SWIFT 

To discuss 
of banks to 
tpis regard. 

with SWIFT, the joint connection by a group 
SWIFT Regional Processor and advise banks in 

To identify site for location of Regional Processor 

To arrange for training of Personnel 

IBA/Banks 

To identify branches to be connected to Regional Processor 

To plan for communication of messages from other branches 
to SWIFT through branch identified as above 

To train personnel in the operation of terminals and use 
of standard formats. 
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CHAPTER 8 

Summary and recommendations 

8.1 Mechanisation and computerisation in a planned manner has been recently 

started pursuant to the recommendations of Dr. Rangarajan Committee. 

Several branches of banks have been mechanised and a number of mini 

computers have been installed in Zonal/Regional Offices of banks j more 

branches/zonal offices will be mechanised/computerised in the next two 

ye'ars j by then, head offices of banks will have larger computers. Use of 

telecommunications for data transmission and networking of computers is, 

however, practically non existent in Indian banks. 

&.2 Efficient communication facilities would enable banks to move funds 

(their own, customers's etc.) faster and transmit data faster at lesser cost. 

Though the total number of branches of banks is large, about 10,000 

branches located in 100 centres account for 60% and 65% respectively of the 

total deposits and ad vances. Connecting these branchE's with thei r regional/ 

head offices will go a long way to meet their data transmission needs and 

facilitate control and policy formulation based on an efficient management 

information systems. If planned now, it will also facilitate proposed conne­

ction of Indian banks to SWIFT. Given the resource constraints in India 

and the need to ensure that the limited national telecommunication resC'urces 

are not pre-empted 

network, a common 

operati ve basis. 

by individual 

communication 

organi~ations for 

network needs to 

developing independent 

be planned on a co-

8.3 The proposed co-operative network may be called 'BANKNET' and 

jointly owned by the Reserve Bank of· India and public sector banks. The 

private sector and cooperative banks and financial institutions may also 

use the network on terms to be specified by the RBI and the network 

implementing group. 

8.4 The computers available with the RBI at Bombay, Madras, New Delhi 

and Calcutta for cheque processing during nigbt time and which are 

at present free during day time may form the basic hub of the network to 

start with. X.25 based packet switching network may be commissioned in 

the first phase connecting these 4 nletropolitan centres which would 
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be the nodes. The computer systems available in the Head Offices of 

public sector banks located in these four cities could be connected to these 

nodes. In the next phase, communication nodes could be located in 8-10 

banking intensi ve centres, gradual 1 y raising the number of centres to about 

100 in about 3 years' time. 

8.5 The electronic private automatic exchange system proposed to 

be installed by RBI cannot be effectively utilised for the data network 

in the first phase and the data operation cannot be integrated with voice. 

It is, therefore, necessary 

independent data operation 

communication onl y. 

in the first phase to configure a network for 

using voice grade lines dedicated for data 

8.6 The network may be implemented in two phases. In the first 

phase, Front End Processors with SNA X.25 protocol are required at 

the 4 nodal centres to connect the computers at RBI centres and to handle 

computer systems of different vendors later on. For linkages with public 

sector banks, separate links are requi red from their head office to 

the nearest RBI centre. The budgetary requirement for the 4 metropolitan 

centres is estimated at Rs.41.25 lakhs. For inclusion o~ other stations 

(including stations of public sector banks) the estimated cost for each 

additional station is Rs.2.32 lakhs. The time schedule for implementation 

of this first phase is about 6 months from commencement of work. 

8.7 In the 1990's banks will have a mix of stand alone systems, 

decentralised computers and computerised processing to keep pace with 

their growth; they will need to access SWIFT to enhance their capability 

in international business. The 2nd phase of BANKNET is, therefore, 

intended to provide a wide area communication facilities within the 

country with access to SWIFT. About 

centres in the country account for a 

(60% to 65% of deposits/advances) and 

10,000 branches spread over 100 

major portion of banks' business 

the proposed network will achieve 

its objectives if it covers about 100 centres. 

8.8 A shared banking network which will be a common carrier for 

information exchange of var ious banks for thei r internal use as well as 
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inter-bank communication is recommended. Though it is a shared network, 

from individual bank's point of view, it will have logical independance 

and for internal purpose the network will be controlled by a bank by its 

software. Voice communication is essentially to be carried through public 

telephone system. 

8.9 The BANKNET could be optimised by -

(I) graded use of satellite, radio, fibre optic and cable links 

(2) network architecture with multiple nodes and a central hub and 
central monitoring and control. 

8.10 BANKNET should have nodes with independent communication processors 

so that communication workload is totally delinked from the banks' computer 

systems. The main network switching will be organised at a central node 

located in the major Earth Station in the satellite network. Micro Earth 

Stations wj 11 form other nodes in the network each serving a group of banks 

around them; they will also serve as concentrators. The RBI systems will be 

connected to either the communication processors at the central station or 

the packet assembler/de-assembler at t he Micro Earth Station. They 

will interface through the Front End processors equipped with SN,A,/X.25 

software. 

8.11 The zonal office/regional office systems of banks will be required to 
t 

be equipped with X.25 interface. 

8.12 For connecting computers of different makes, the appropriate 

presentation session and transport layer protocols of international Standards 

Organisation will be incorporated. 

8.13 Voice usage in the BANKNET Is not favoured as the network overheads 

will increase. 

8.14 INDONET Is essentia11 y intended for availing of its computer power 

for information processing and software development; since, in the banking 

environment, RRJ and banks have/will have considerable computer power, 

by establishing suitahle communication network, available computers may be 
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put to optimal us~. A cooperative network specifically for the banking 

industry has, therefore, been recommended. 

8.15 The cost of the network in the 2nd phase has been estimated at 

Rs.28 crores. 

8.16 The network should be established expeditiously. The network 

has to be viewed as general infrastructure for the banking industry. As the 

investment for such infrastructure will be sizeable and since banks may be 

hard put to commit large funds for developing it, the common infrastructure 

arrangements may be provided by the RBI at its cost and the operating costs 

(including depreciation on the infrastructure) may be borne by participating 

bar.tks. 

8.17 The 

4 computer 

SWIFT also. 

Department in the Reseve 

centres may look after the 

Bank of 

functions 

India looking after the 

relating to BANKNET and 

8.18 A Committee of Direction under the chairmanship of a Deputy 

Governor of Reserve 

India (Ministry of 

Bank of 

Finance-

India, members 

Department of 

representing 

Banking, and 

Governement of 

Department of 

E.:onomic Affairs-Department of Electronics; Department of Telecommunications, 

Department of Space and Ministry of Home Affairs-Cypher Bureau), the 

Indian Banks' Association, Foreign Exchange Dealers' Association of India, a 

few b?nks and financial institutions may be set up by the Reserve Bank of 

India to launch the project and to review periodically the progress of 

impiementation of BANKNET /SWIFT project and give guidelines in regard to 

course of implementation. 

8.19 The development and implementation of the network, require consid­

erable technical knowledge and skill. The Reserve Bank of India may select 

a suitable agency, for this purpose, in consultation with the Department of 

Electronics and the Department of Telecommunications. 1 t is possible 

to realise the first phase of the BANKNET in 6 months and the second phase 

in about 3 years. 
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8.20 SWIFT provides a fast, secure and reliable method for international 

banking community to communicate with each other in a standard way. 

The system is operated and administered by SWIFT SC, a co-operative 

non-profit making organisation established under Belgian law with head­

quarters at Brussels. 

8.21 The communication services provided by SWIFT are designed to 

replace mail , cable and telex as the means of communication for international 

banking messages. 

8.22 Banks can connect through computer based terminals (CBT) to 

the SWIFT Regional Processor to be located at Bombay through any of the 

three systems (viz.ST 200,ST 400 or ST 500) supplied by SWIFT Terminal 

services (STS), a subsidiary of SWIFT. These three types of systems 

vary from one another in terms of their capacity and sophistication. 

8.23 Many of the larger banks abroad have developed in-house solutions on 

their own respective hardware (IBM, Burroughs, UNISYS, DEC, ICL etc. )for 

connecting to SWIFT. Some of these vendors as well as independent software 

houses are also providing hardware and software solutions for connecting to 

SWIFT. 

8.24 After Government of India approve the proposal of SWIFT to establish 

its Regional Processor at Bombay, banks <.in India will join SWIFT as 

members. Depending on the volume of message traffic, banks may choose 

ST 200 or ST 400 system offered by STS. None of the India:1 banks may need 

ST 500 system. It is possible for a number of banks to share the same 

ST 400 system and by running multiple copies of software on the system, 

each copy supporting terminals of a gi ven bank, security considerations of 

banks can be better taken care of. This possibility should be explored 

in detail by discussion with SWIFT authorities. 

8.25 An outstation branch doing foreign exchange business can directly 

connect to SWIFT Regional Processor at Bombay. In such a case, massive 

training of the operators at all such branches will be requi red and may 

pose a problem. Many large banks in the West have encouraged smaller 
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international business branches to send the messages in free format to 

the Head Office, where trained operators enter them in SWIFT formats for 

transmission purposes. Similar system is recommended for Indian banks 

in the initial stages. 

8.26 Banks in India should not use SWIFT for message transmission 

within India. 

8.27 SWIFT aims at protecting the network between the Regional Processors 

in the sending and receiving countries by message numbering and checking, 

encr y ption, control of access to message at Regional Processors/ Operating 

Centres and by log-in procedures. SWIFT also suggest authentication­

key exchange procedures. Use of STEN, a security device recently brought 

out by SWIFT, guarantees complete security against unauthorised use 

of data transmitted over any line,public or private. 

8.28 Password protection for preventing unauthorised access at computer 

centres is available in the IBM machines used by the RBI. Packet switching, 

encoding, scrambling and TDMA schemes used in the network provide built in 

in-house security at data level. 

8.29 Message standards are 

for;nats have been developed 

at the core of SWIFT. Standard message 

by SWIFT to handle custolll€r transfers, bank 

transfers, foreign exchange, collection documentary credit, securities, 

ment, accounting entry confirmations and supporting system messages. 

state-

8.30 BANKNET also should use message formats and it would be advant-

ageous for our banks to adapt SWIFT formats for BANKNET also. 

8.31 A suggested action plan for the next six months is given below: 

Action plan: 

BANKNET-PHASE I: 

RBI 10 set up a Committee of Di rection to guide and di rect the 
implementation of BANKNET 

To seek approval of D.O. T. in principle for the proposed 
5ANKNET 
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Banks: 

To place indent with Satellite Coordination Committee for satellite 
channels for the network. 

To procure/develop and install hardware/software for the basic -
hub of the network 

To select a suitable agency for the development and implement­
ation of the network 

To secure and commiision data circuits 
for the basic hub connecting Bombay, New 
Madras and Nagpur 

from the 
Delhi, 

D.O. T. 
Calcutta, 

To identify the centres (about 100) to be connected to the 
network 

To finalise the principles for charging the banks for the 
use of the network 

To identify H.O. /M.O. s which would communicate with RBI offices 
for E. F. T . etc. 

To identify applications for which the network would be 
used in the first phase 

Pend ing installation of mainframe, to decide on P. C. /mini-
computer connection with the network 

To arrange for site preparation, acquisition of P.C. etc. if 
new facility is to be created 

To identify and train personnel for this new item of work 
(To decide on the mainframe computer to be acquired for H .Os). 

Note: The aforesaid activities of individual banks may be coordinated 
by the Indian Banks I Association/Foreign Exchange Dealers I 
Association of India. 

Government Departments 

To aprove the network for the banking industry 

To allot and commission data circuits for the network 

D.O.T., D.O.E., Department of Banking, Department of Economic 
Affairs and Cypher Bureau representatives to serve the Committee 
of Direction to be appointed by the RBI. 

To give approvals for import of equipment 

Action Plan for BANKNET PHASE 2 

To be drawn up by the RBI on the advice of the Technical 
Committee within 3 months of starting the first phase 
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Action plan for SWIFT connection 

RBI 

JBA/Banks 

To secure the approval of Government of India for SWIFT 
Regional Processor to be set up in India 

To advise banks regarding payment of membership fees to 
SWIFT 

To discuss with SWIFT, the joint connection by 
of banks to SWIFT Regional Processor and advise 
tpis regard. 

To identify site for location of Regional Processor 

TO arrange for training of Personnel 

a group 
banks in 

To identify branches to be connected to Regional Processor 

To plan f0r communication of messages from other branches 
to SWIFT l'1rough branch identified as above 

To train personnel in the operation of terminals and use 
of standard formats. 

T.N. Anantharam Iyer 
Chairman 

N. Balasubramanian 
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CLEARING HOUSE INTERBANK 
PAYMENT SYSTEM (CHIPS) AND 

AUTOMATED CLEARING HOUSE (ACH) 

1. CLEARING HOUSE INTERBANK PAYMENT SYSTEM 

ANNEXURE - 1 

The Clearing House Interbank Payment System run by New York 
Clearing House Association has a unique place in Electronic Fund Transfer 
(EFT) systems among all the financial institutions throughout the world. 
It was created in 1970 as an electronic al ternati ve to paper, substantially 
eliminating the use of cheques for the movement of payments from one bank 
to another. It conveys and settles these payments with great economy of time 
and labour. Credits initiated by a bank in New York city are paid 
into the accounts of the other banks' branches in New York at the end of 
the day. The net transfer of funds from a bank to another are paid through 
FEDWIRE by appropriately updating the accounts of banks maintained with 
the Federal Reserve of New York. Mostly international fund transfer 
advices go through CHIPS. This is because of the fact that most of the 
international trade is in US dollars. The domestic EFT also takes place on 
CHIPS but is relatively very small compared to the international payments. 
It is estimated that 9096 of all dollar payments internationally are transmitted 
through CHIPS. 

On a average CHIPS handles 1,55,000 transactions per day with 
peaks of 2,15,000 transactions per day on the fi rst working day following a 
long week end. On such days, the money transfer through CHIPS is of the 
order of $850 billion whereas the average is around $500-600 billion every 
day. Average payment per transaction involves about $4 million. 

CHIPS is owned and operated by the New York clearing House 
Association whose members are the 12 New York money centre banks. Over 80 
New York branches or agencies of foreign banks and several dozen domestic 
banks' subsidiaries engaged in internatiol1al business also use the services 
of CHIPS through these 12 banks. At present 139 banks are connected 
to the CHIPS system. 

The financial transactions 
as the vehicle to transfer and 
domestic business include: 

in respect of which 
settle US dollars for 

Foreign and domestic trade services 

- letters of credit 
- collections 
- reimbursement 

International loans 

- placements 
- interest disbursements 

Syndicated loans 

- assembly 
- disbursements 
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Foreign Exchange sales and purchases 
- spot market 
- currency futures 
- interest and currency swaps 

Eurodollar placements 

Sale of short term funds 

Fund movement and concentration 

Euro securities settlements 

CHIPS network is organised around B 7800 computer system (which is 
now being replaced by A 15 system from UNISYS). All the 139 banks 
are connected to the system in the form of a Star Network. The system 
p rov ided about 500 ports for communication lines. Each bank has a minimum 
of two lines for complete redundancy to ensure uninterrupted transmission 
of transactions to the CHIPS system. Every participating bank must have an 
office in New York city in order to get connected to the CHIPS. Every 
participating bank has primary and backup computer systems, once again 
to ensure the connection to CHIPS at all times. The communication lines are 
in the form of leased telephone lines which operate at speeds varying 
from 2400 BPS to 1,92,000 BPS depending upon the traffic volumes of 
the banks. The banks' computers are connected through Modems over 
these communication lines. For complete safety of the data and to prevent 
any kinds of frauds, encryption and authentication devices are used at either 
side. The system at the main CHIPS site has an absolutely fault tolerant 
configuration in the sense that all devices and live databases are duplicated 
Transactions are all stored on magnetic tapes in the form of audit trails. In 
add i tion, one computer system identical in configuration and size is operat­
ional at a site other than the main CHIPS office to p rov ide for emergency 
support in the event of any major disaster in the main building. The 
system has been operational for over 17 years now without any major tech­
nical problem. Burroughs Network Architecture (BNA) protocol is used 
in the CHIPS network. This is a bisync protocol. 

The banks connected to CHIPS are in turn connected to SWIFT Network 
The messages received over SWIFT in the banks' New York office, from 
their correspondent banks are converted to the CHIPS formats and transmi­
tted for payment settlements over CHIPS. Historically, CHIPS came into 
existence much before SWIFT was launched. The formats used by CHIPS are 
very different from those of swu·r. The former have limitations. Improve­
ments are currentl y underway. 

2. AUTOMATED CLEARING HOUSE (ACH) 

New York Automated Clearing House (NYACH) became operational in 
1975. It processes payments throughout the day and night CHIPS and NYACH 
handle payments over and above those processed by the Clearing House 
in the form of 50 million cheques every day with a value in excess of $20 
billion. The NYACH was developed for electronic transfer of payments among 
financial institutions in New York, New Jersey, Puerto Rico and the 
Virginia Islands. It subsequently became part of a national network linked by 
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the Federal Reserve System. It processes payments which are submitted by 
large companies in the form of magnetic tapes for effecting transfer to the 
payees listed in the tape. The US Govt. is one of the major user of 
the ACH, using it for all the federal recurring payments. These payments 
relate to social security and other social welfare schemes. 

The total number of participants in the Federal ACH system is 24000 
wi th an average dail y volume of $1.5 million. This results in sav ings of 
paper processing relating to all such payments. 

The number of commercial participants in the country wide ACH 
is 16500. The daily average volume handled is $1.7 million. Typically large 
corporations give salaries to their employees directly into their banks 
through the mag tapes submitted to CHIPS instead of writing cheques to all 
of them every month. The ACH mostly handles relatively small payments 
compared to those handled on the CHIPS. 
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ANNEXURE-2 

CLEARING HOUSE AUTOMATED PAYMENT SYSTEM (CHAPS) 

The Clearing House Automated Payment System (CHAPS) in the U. K was 
c.)nceived in 1978 for the transmission of high value, guaranteed sterling 
payments and settlements. It was proposed that CHAPS would operate in a 
similar manner to SWIFT in that a central computer system would be set up 
at the Bankers Automated Clearing Services Centre. The large clearing 
banks/settlements banks were to connect to these central system. However, in 
the wake of new technology the centralised concept was discarded. Instead, 
front-end processors of the same make and brand were installed in each of 
the settlements banks in 1980 for communicating with one another by means 
of new British Telecom network called Packet Switched Stream (PSS) . 
The frond-end processor would thus work as a gateway between CHAPS 
and the existing systems of the respective banks. Tandem mini computer 
was chosen as the front-end processor and the British software house 
Logic designed and built the gateway software. Tandem is a non-stop machine 
with meantime between failure being of the order of several years. 
The CHAP System commenced live operation in February, 1984. 

CHAPS network protects the high value payments and the messages 
passing over it through adequate secur i ty measures. All lines between the 
various gateways and PSS are equipped with encryption devices which 
scramble .he data to ensure the secrecy of the messages. In add ition to 
encryption of payments, me5sages are authenticated before transmission and 
de-authenticated when they reach their destination. This ensures that sensi­
tive files within the fields cannot be altered between the source and the 
destination. Tamper resistance devices were specifically developed for 
the CHAPS system. 

The smaller banks also participate for transmitting payments 
over CHAPS. In order to do so, they have to become partici pants of one of 
the settlement banks. They can become branch participants, terminal parti­
cipants or SWIFT participants. Alternati vely, they can have multi access 
facility of terminals, over SWIFT. The terminal participants are able to 
connect directly to the system through terminals in their own premises. 
SWIFT participants may send and receive their payments via an existing 
SWIFT connection. The SWIFT system then routes these instructions directly 
to the' settlement banks of the CHAPS system. An average of 9,000 
payments representing a value of 9 billion pounds passes through the central 
system every day. During 1986 a total of 3.16 million messages were 
processed over CHAPS. 
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ANNEXURE-J 

FEDWIRE 

There are 12 federal banks in the USA. Each of these banks 
controls the commercial banks in its region. All the 12 banks put together 
constitute the federal reserve system in the US. On a regional basis the 
funds are transferred from one bank to another through one of the FRBs. On 
an inter-regional basis the funds transfer takes place through the Funds 
Transfer Serv ice-FEDWIRE, which is a computer network connecting all 
the 12 FRBs in the country. The total participating banks in the FEDWIRE 
system are 9,700 whereas corresponding number for FRB New York is 640 
banks. The on-line participants in the total system are 6,700 of which 
250 large banks have computer-to-computer connections, while another 1450 
are using leased lines terminals only. The remaining 5000 banks use 
dial-up terminal to transmit payment whenever need arises. Approximately 
99% of the transactions take place on line on the FEDWIRE. A total of 
2,00,000 trarlsactions with an average value per transaction of $2.7 million 
are handled on FEDWlRE. The average value per day works out to about $540 
billion. Every bank pays a connection fee of $60 per month to the FEDWIRE. 
In addition, for every transaction it has to pay a fee of 50 cents. 

The FEDWIRE is an X.25 protocol based packet switched network. 
All the 12 systems which are IBM 3081 machines are connected in the form 
of a network using high speed synchronous communication lines. Each 
fed bank is connected to 5-6 other fed banks to provide for a large number 
of paths for transmission of messages. Each of the FRB system is in 
turn connected to the local EFT network of that city or region. For example, 
CHIPS is connected to the FRBNY system. Stringent security machanisms 
including encryption and authentication are in force 10 prevent any fraudulent 
acti v i ty over the EFT network. The typical terminal configuration in a bank 
includes an IBM PC/AT with 640 KB memory, monochrome monitor, 30 
MB har.d disk, upto three printers, paradyne modem (2400 bps) DOS 
3. I, printers spooler and Jones futurex (Communication, encryption board). 
The FEDWIRE system is older than that of CHtpS. It has been around since 
1956. It uses only free formats for sending messages. There are, therefore, 
different message formats being used by SWIFT, CHI PS, FEDWIRE for the EFT. 
Since EFT is fully automated system across these networks, the appropriate 
format conversion from one network to another (e.g.SWIFT to CHIPS) 
takes place in the payments system software packages implemented in 
the banks' computer systems. 

The FEDWIRE also provides securities transfer service on a regional 
basis through its regional systems, as well as national transfer service 
through the FEDWIRE system. About 2400 participants use the FEDWIRE 
National system with about 1000 of them being on-line participants. About 
98% of the transactions are on-line. On an average about 40,000 security 
transfers take place every day over the FEDWIRE, with an average 
value per transfer being $7.5 million. 
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ANNEXURE-4 

IRVING TRUST COMPANY (ITC) 

This is one of the first companies which went live on SWIFT 
on the first day of its operation. The mainframe used for connecting to 
SWIFT is VAX 8600 system. The entire software has been developed 
inhouse by Irving Trust. An average of 15,000 transaction are handled 
through SWIFT everyday which included 8,000 incoming and 7,000 outgoing 
messages. 60% of these messages relate to payments and enqUlrIeS, 15% 
are foreign exchange message,15% are statements of accounts, and 7% relate to 
letters of creditlreimbursement. The VAX 8600 system is connected to 
two Regional Processors of SWIFT in Culpepper, Virginia with an alternative 
line to the SWIFT RP in Piscataway. New Jersey. Both the links are 
4800 BPS, bisync protocol, protocol level acknowledge (DEC/VAX 8600) 
with ISN/OSM check. In addition, there i_s a dial-up pilot backup line path 
to primary and secondary locations. ITC is expected to connect to SWIFT-II 
based on X.25 protocol as soon as SWIFT-II is made operational. 

A number of application software package developed inhouse by 
Irving Trust are operational on its VAX 8600 system for handling the SWIFT 
incoming and outgoing messages automatically. These include the funds 
control system, the foreign exchange system, letter of credit system etc. All 
these applications run on the IBM 3084 system. The communication protocols 
and the message systems -architecture are developed on the VAX 8600. 

The ITC also has an international communicatiol'! network of its 
own. However, unlike the MHT, each of the international offices of ITC 
has a direct connection to the SWIFT Regiona~ Processor located in that 
country. For example, the IBM 4361 located in the London branch uses 
the DMNL software (the equivalent of ST 400 software for connecting 
to SWIFT supplied by IBM) is connected directly to the SWIFT Regional 
Processor located in London. Similarl y, the S 36 located in the Hong 
Kong branch using the ST 200 is connected directly through the Regional 
Processor located there. The representative offices located in cities 
such as Beirut and Bombay are routed through the nearest international 
branch. 

In order to take advantage of the SWIFT standard message formats 
and not develop something of their own, the Irving Trust decided from day 
one, to use the SWIFT message formats for its internal communications 
as well. They claim to have greatly benefitted from the standardisation 
based on SWIFT formats. The domestic network uses leased lines and X. 25 
based TELENET for connecting its branches to the Head Office. The 
communication protocols handled by VAX 8600 system include not only 
the SWIFT but also X.25 protocols for TYMNET, telex network etc. This 
allows the Irving Trust talk to large number of other networks. 
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ANNEXURE-5 

MANUFACTURERS HANOVER TRUST (MHT) 

MHT has an international private communication network of ib own, linking 
all its branches throughout the world. It is a packet switcherj network using 
X.35 protocol. A large number of communication nodes including 10 nos. in 
New York city and those at Los Angeles, Chicago, London, Frank Furt, 
Hong Kong, Singapore etc, form the basic packet switched communication 
grid. Each of these nodes is connected to more than 2 or 3 other nodes 
to provide for alternate communication paths. The network is called 
GEONET. 

The terminals located in branches are connected to one of these nodes 
through appropriate concentrators or mIni computers. Virtually, every 
kind of machine is in a position in the branches using different protocols 
such as Async, Bisync, etc. The concentrators in the branches have 
necessary software to convert these into X. 25 and put the messages 
on the network through the nearest node. 

Specialised application software is mounted on different computer 
systems located in the Head office at New York. These mainframe systems 
are connected to the packet network. Messagesltransactions originating from a 
branch are routed to the specific computer system from the GEONET. For 
example, one mainframe in New York city handles only the SWIFT connection. 
All SWIFT applications from any terminal of any branch located in the 
USA or any other part of the world is routed to this mainframe via the 
GEONET. It is through this processor in New York that the message 
is then transmitted to SWIFT network. In view of the different time 
zones throughout the world, the hardware is optimally used throughout 
24 hours. 
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ANNEXURE-6 

MIDLAND BAN K 

MIDLAND bank has established an integrated data and voice communi­
cation network called MIDNET. It is one of the fully automated banks with 
all the branches connected on-line and with the facility of providing 
customer, detailed information about his accounts held in one branch from 
any other branch in the country. Over 2100 branches/retail outlets are 
connected via 150 communication lines, each of which may support 12 
branches or more. 

MIDNET is a packet switched network using X.25 protocol. There 
are 9 communication nodes which are TELENET nodes (Model TP 4000 
prov idcd by placci company of UK. British Telecome packet switched 
ne1 w )r K also uses TP 4000 as the basic communication nodes for their 
PS~;). Branches are connected via dedicated lines to concentrators located 
in the cities. There are about 70 concentrators located throughout UK which 
are in turn connected to one of the nine communication nodes. Each conce­
ntrator is connected to two nodes for providing a backup path in the 
case of failure of O:1t. The nine communication nodes are connected through 
high speed trunks at 2 MB per second. This is called the Maga Stream Data 
Network. Concentrator to node lines speed is 9600 BPS whereas the branches 
are connected to concentrators using 2400 BPS lines. All these are leased 
lines. In the case of 4 major communication nodes, EPABXs are connected 
to them which take care of the integrated voice and data communication. 
The branches connected to these nodes can transmi t voice also over the 
pri vate MIDNET. 

Burroughs and IBM computer systems are used for on-line banking 
and information systems in the MIDLAND Bank. Different branches can 
have a variety of equipment and yet communicate over the X. 25 network. 
This is possible through the Network Access Concentrator located in every 
branch. The terminals are connected to the NAC.X.25, Async, bisync 
terminals etc., include PCs, IBM 3270, ATM,SWIFT terminals etc. 

MIDNET also communicates to other X.25 networks in Canada, U.S.A. 
etc. using the X.75 protocols. 
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ANNEXURE-7 

NATIONAL WESTMINISTER (NAT'fIEST) 

NATWEST is currently implementing a new digital intc?F;rated network. 
This network would support voice and data communication with full security 
alarms. Network is based around 16 communication nodes located throughout 
UK out of which 13 are connected by trunk lines operating at 2 Mega bits 
per second. The remaIning three are connected over 64 KB circuits. 
The network uses X.25 protocol. 

The branch interface equipment with specially commissioned software 
on an intelligent distributed processor is the key element in allowing 
two way interface between the network and the variety of terminals in the 
branch such as ATMs, key board screens, backup terminals, cashier 
terminals/dispensers, printers etc. It also has the capacity to support non­
intelligent devices within the branches. 

For high reliability of the network the contingency plans in the 
network include: 

(1) Reserve CPUs and support routes to the communication nodes. 

(2) Alternative routes over the trunk network. 

(3) Larger branches with dual systems and separate route connections to 
two switching centres. 

(4) All connected branches have links to the public switched network 
which could in an emergency, enable them to access from an alter­
native switched centre. 

SWIFT traffic is handled through a B 1955 machine connected 
to the network. Ap p roximatel y 22,000 messages are handled everyday. The 
overseas branches of NATWEST are connected directly through appropriate 
SWIFT terminal equipment to the Regional Processor located in those 
countries. 
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ANNEXURE-8 

8ANKERS AUTOMATED CLEARING SERVICES (8ACS) 

The Bankers Automated Clearing Services (BACS) is also a means 
of moving out of paper into automated payments and collection. The company 
is jointly owned by all the 12 High Street Banks located in London. 
It uses 4 major computer systems and provides a high level of security 
and reliability in the payments system. The transfer of funds between 
accounts held in the UK banking system are possible though BACS. More 
than 30,000 users, including most of the major corporation submit credits, 
standing orders, direct debits, directly into BACS either as transmission, 
on tape, cassette or floppy disk. More than 82 million entries, valued 
at about 29 billion pounds are handled through BACS every month. 
The certain1 y of payment provided by automated money transmission 
brings savings in the form of cash flow, reduced processing costs and faster 
transfer of fund s. 

Examples of the works hand led by BACS are: 

1. Standing Order$: 

All interbank standing orders are processed by BACS .Input on 
rnagentic tapes are sorted and merged into bank output. files which 
can be fed directly into the computer system without any manual intervention 

2. Salaries and Wages payment: 

Over 75% of all salar ies pai d 
ees I accounts through BACS each 
wages are also processed thorugh 
process. 

3. Direct debits: 

in the UK are credited to the employ­
month. Over I million weekly paid 
BACS. No vouchers are used in the 

More than 70% of all life insurance premiums are collected using 
this method. Tapes containing direct debits are submitted to BACS who then 
sort and merge into bank sequence and return magnetic tape output to 
the banks for posting to the appropriate payees I accounts. 
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