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In this paper, we test whether the efficient market hypothesis works in the context of 
Indian banking sector. In particular, using a panel dataset of 39 publicly listed banks 
in India for 2009–2017, we test whether equity markets provide any lead information 
about stress in the banking system before quarterly data becomes available to the 
supervisors. We find that markets are able to price-in the banking stress concurrently 
but not much in advance. As the supervisory data are available with a lag, there is 
some merit in incorporating market-based information to track banking distress. Use 
of a machine learning technique to reaffirm the results is a novelty of this paper. 
Interestingly, our findings suggest that markets are relatively less efficient in the case 
of public sector banks vis-à-vis private sector banks.
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Introduction

	 The face of banking has changed dramatically in the last couple of 
decades. As the range of banking activities expanded from simple borrowing 
and lending to more complex operations, supervisors have also tried to 
proactively keep pace by constantly fine-tuning their supervisory frameworks 
and updating the underlying models. Besides their own bank inspection data, 
which is the outcome of both on-site and off-site surveillance, supervisors 
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also employ market information to assess and ensure financial stability. Since 
market investors require a risk premium unlike secured depositors, they 
incorporate all available information relating to potential risks while pricing 
bank stocks and forming their expectations on its likely performance in the 
future (Distinguin et al., 2006). For example, in the debt market, the market 
could penalise a bank for excessive risk-taking by demanding higher returns 
as compensation for higher risk. Similarly, equity prices of banks perceived 
to have weak financial health could decline as markets expect lower future 
flow of returns from investing in such scrips. If debt and equity markets are 
indeed efficient, market prices should accurately reflect the level of risk faced 
by banks and, therefore, should indicate the likelihood of emerging stress in a 
given bank (Krainer and Lopez, 2004b).

	 This line of thinking is not without its share of critics. It is often argued 
that not all the banking equity shares are traded on a stock exchange. Even 
when they are, the implicit or explicit state guarantees in the form of eventual, 
unavoidable bailout or even in the form of lender of last resort, inhibit market 
prices to reflect financial position of a bank realistically. 

	 Notwithstanding these scepticisms, the academic appeal of the 
hypothesis has not waned. This paper attempts to evaluate whether market-
based indicators help in predicting banking distress in the Indian context ahead 
of hard information either through quarterly accounts or through supervisory 
returns. While we have used stressed asset ratio as an indicator of banking 
distress, market-based indicators like equity returns, price-to-book value 
ratio and volatility, are evaluated to assess if financial markets can predict 
impending stress in banks. The findings suggest that in India, market variables 
can foretell banking distress in the same quarter, if not well in advance. As the 
supervisory data are available with a lag, supervisors may benefit by looking 
at financial market price movements while assessing banking distress. The 
robustness of these results was confirmed by employing the random forest 
algorithm from the machine learning genre. 

	 We aim to add to the literature in the following ways: first, although 
the usefulness of market indicators to supervisors has been extensively 
researched for developed countries, there is limited literature on this topic in 
the context of developing or emerging market economies like India. It would 
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be a useful exercise to see how far the Indian experience is in conformity 
with the international evidence. Second, while research in the international 
arena has used non-performing assets (NPAs) as an indicator of banking 
stress, we have used the stressed assets ratio – which combines gross NPAs 
with restructured assets – as a more realistic depiction of stress in the Indian 
banking sector. Third, in recognition of the peculiar structure of the Indian 
banking sector – where public sector banks have implicit state guarantees and 
have also borne larger part of the recent stress – this paper extends the analysis 
by dividing banks on the basis of their ownership. The aim of this exercise is to 
examine whether markets differentiate public sector banks from their private 
counterparts while pricing risk. Fourth, while we present a panel fixed effect 
model using several alternative specifications, the analysis is complemented 
with a random forest model which serves as an effective cross-validation 
without any a priori specification. 

	 The rest of the article is organised as follows: Section II presents the 
review of the literature, while Section III elaborates on the data, the empirical 
analysis and the results. Section IV concludes the paper and evaluates policy 
implications. 

Section II 
Review of Literature

	 Literature suggests a wide range of market-based predictors, including 
movements in insured and uninsured deposits, debt instruments and bank 
equity returns, as potential candidates to supplement the supervisory efforts. 
Banking stress is reflected in the financial markets through several channels, 
which can be classified into direct and indirect impact, as well as into quantity 
and price-based impact. In direct quantity impact, the bank perceived as risk-
prone experiences gradual or sudden withdrawal of deposits. In contrast, in 
the indirect quantity impact, bank creditors restructure their holdings, thereby 
signalling their concerns to the bank. Another layer could also be involved 
in this channel, whereby supervisors or private agents make it mandatory for 
the bank to reduce its risks. Thus, both the direct as well as indirect channels 
imply movement of funds from ‘risky’ to ‘safer’ banks, converting uninsured 
funds to insured funds, obtaining collateral, and cancelling existing banking 
relationships (Bennett et al., 2015). 
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	 The direct price mechanism manifests itself when a bank is forced to 
pay higher risk premiums on at-risk liabilities (e.g., uninsured deposits) or 
suffer other risk-based cost increases (e.g., higher credit default swap spreads) 
when its risk increases. 

	 Finally, indirect price discipline occurs when the equity prices of a risk-
prone bank decline more than the market thereby sending signals to investors 
as well as to the bank management. These adverse wealth effects may be 
expected to prompt the majority stakeholders or bank supervisors to force the 
bank to take corrective action. 

	 This paper is focussed on India where, partly due to an implicit 
government guarantee, banking activity is largely perceived to be low risk, 
and major quantity impact, such as a bank run, has been largely absent. Taking 
a cue from the literature, which suggests that at low levels of risk the price 
mechanism dominates the quantity mechanism in disciplining the banks, we 
focus on price mechanism, particularly in equity markets, and prepare the 
ground through a detailed survey of the literature on this aspect. Moreover, 
by focusing on equity market-based predictors for banking stress, we derive 
motivation from Caldwell (2007), who compared three market instruments, 
viz., equity, subordinated debentures and uninsured deposits for their 
effectiveness in disciplining banks’ risk choice and found that equity weakly 
dominates the other two instruments. 

	 Elmer and Fissel (2001) and Krainer and Lopez (2004a, 2004b) found 
evidence of equity markets providing information that can help in predicting 
bank distress, thus advocating use of this information in the supervisory 
review process. Earlier, Flannery (1998), González-Hermosillo (1999) and 
Jagtiani and Lemieux (2001) also emphasised the importance of combining 
market-based indicators with macroeconomic data for prior information on 
banking stress. Curry et al. (2003) documented evidence that stock prices 
incorporate banking distress as much as two years ahead of the supervisory 
rating downgrade. In addition, their findings suggested that adding market 
variables to standard models with bank financial data improved the predictive 
power of these models, albeit marginally. Based on empirical evidence for 
banks in the Eurozone, Distinguin et al., (2006) and Gropp et al., (2006) 
suggested creation of early-warning systems based on market information.
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	 Borio and Lowe (2002), who examined three sets of possible predictors 
of a banking crisis – credit gap, real equity gap and real exchange rate gap, each 
measured in terms of deviation from Hodrick-Prescott filtered trend – found 
that while the credit and exchange rate gaps tend to rise one year before the 
crisis and peak during the crisis year, the equity prices tend to fall in the year 
immediately preceding the crisis. Their findings also suggest that a composite 
indicator consisting of credit and asset prices is a superior predictor of banking 
crises compared with other alternatives because of its high predictive power 
and lower noise-to-signal ratio, especially at longer horizons. 

	 Taking a slightly different stance, some researchers found that bank-
specific characteristics such as reliance on short-term funding, more leverage 
and hunger for quick growth make some banks more sensitive to crisis than 
others. Analysing a sample of 347 banking firms in the US between 1998 and 
2006, Fahlenbrach et al., (2012) showed that a bank’s stock return performance 
during the 1998 crisis helped in predicting both its stock return performance 
and probability of failure during the recent global financial crisis. The authors 
concluded that persistence in a bank’s risk culture and business model make 
their performance sensitive to crisis. 

	 Along with studies that recommend the use of market variables to aid 
supervisory process, contradictory line of thinking also exists in the literature, 
making the debate inconclusive. For example, Berger et al. (2000) examined 
the relationship between supervisory information and several market 
indicators such as rating changes, and abnormal stock returns. Their results 
suggested that the supervisory assessments and bond ratings complement 
each other, partly because both agencies are concerned with bankruptcy risk. 
In contrast, supervisory assessments and equity indicators are not strongly 
related reflecting the fact that the latter concentrate more on wealth creation 
which is essentially a non-default risk feature. 

	 In the Indian context, Mishra and Sreeramulu (2017) constructed 
three separate indices to gauge banking stress, viz., index of speculative 
pressures, index of macroeconomic vulnerability and index of banking sector 
vulnerability, using several macro-financial indicators. The present paper takes 
this strand of literature further by empirically testing the predictive power of 
equity market variables in predicting banking stress. 
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Section III 
Data, Methodology and Results

	 We estimate a panel fixed effect model using quarterly accounting and 
supervisory data of 39 publicly listed, scheduled commercial banks1 (SCBs). 
The equity market performance of each bank, including excess return on bank 
scrip compared to the banking sector as a whole, market capitalisation, price-
to-book value ratio and 90-day realised volatility of each bank stock, represent 
the equity market variables. 

	 The NPA ratios are widely used in the literature as proxies for banking 
distress (e.g., Beck et al., 2015). We have, however, used the stressed assets 
ratio as a proxy, which takes into account not only the NPAs but also the 
restructured assets, in recognition of the fact that before the asset quality 
review (AQR) in 2015, the NPA ratio of Indian banks did not portray a realistic 
picture of the defaults. 

	 Lastly, we also use a machine learning method, namely random  
forest algorithm to reinforce the findings of the panel fixed effects model 
(Appendix A). Like any other machine learning method, the random forest 
algorithm makes almost no a priori assumptions on the underlying relationship 
between the target and predictor variables. Additionally, the algorithm 
is designed to use bootstrapped method to learn from the data to make 
predictions. Such features of the random forest approach make it robust even 
in the presence of a large number of highly collinear variables. In particular, 
we use the variable importance, computed using the random forest algorithm, 
to assess the predictive ability of financial market variables. However, unlike 
econometric techniques, this method does not provide the level of significance 
or direction of causality for such estimates. 

	 Considering factors like availability of data, the time period for the 
analysis was set from 2009:Q1 to 2017:Q4 (Appendix B and C). Incidentally, 
this period is crucial for the Indian banking sector as the health of the banking 
system was considered robust at the beginning of this period but observed 

1 The data consists of 24 public sector banks and 15 private sector banks. One publicly listed 
foreign bank, i.e., Standard Chartered PLC, was excluded from the sample to focus only on 
public sector and private sector banks.
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sharp deterioration midway through. Thus, this period provides the right 
window to test the hypothesis whether market indicators are better predictors 
of banking distress. 

Bank-wise Stressed Assets and Market Information: Fixed Effects Panel Model

	 A fixed effect model, in line with Beck et al., (2015), is estimated with 
stressed assets ratio (SAR) as the dependent variable. The basic objective was 
to test whether financial market variables are able to anticipate banking stress 
over and above the supervisory data, and if so, then how much in advance. In 
order to test whether markets anticipate stress in advance, we also introduce 
up to two lags in the financial market explanatory variables. Thus, ceteris 
paribus, if the coefficients of the one (two) quarter lagged financial market 
variables turn out to be significant, we deduce that the financial markets 
anticipate stress one (two) quarter ahead and that the financial markets are 
strongly efficient in anticipating the stress in banks. 

	 We estimate a baseline model for bank distress that includes one quarter 
lagged supervisory variables controlling for size (assets), profitability (return 
on equity i.e., RoE), and capital (capital to risk-weighted assets i.e., CRAR): 

	 	 (1)

	 The motivation behind the usage of the one-period lagged independent 
variables is that supervisory returns data for the current quarter are available 
with a time lag of close to one to three months after the end of a given quarter. 
Therefore, an assessment of bank-level stress at any given point of time 
is possible on the basis of one quarter old information, which might be an 
outdated information from the point of view of financial stability. In addition 
to cross-section fixed effects to control bank-level heterogeneity, we also 
allow for time fixed effects2 in the model to control for macroeconomic and 
regulatory policies that uniformly impact all banks. Finally, to control for 
cross-sectional dependence3 arising from several factors like sample selection, 

2 Corroborated by the joint Wald test of significance for inclusion of time fixed effects in 
equation 1 (Appendix D). 
3 Standard diagnostic tests for panel models (Torres-Reyna, 2007) confirm the presence of 
cross-sectional dependence, serial autocorrelation and heteroscedasticity (Appendix D).
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unobserved shocks and policies, we estimate the model with Driscoll-Kraay 
robust standard errors (Driscoll and Kraay, 1998) using the algorithmic 
routine provided by Hoechle (2007). Such standard errors are also robust to 
heteroscedastic and autocorrelated disturbances. 

	 Building on this baseline specification, we then introduce one by 
one contemporaneous, one- and two-period lagged values of equity market 
variables in the model to ascertain the predictive power of equity markets. 
Equation (2) represents weak efficiency of the financial markets, where they 
anticipate the stress in the same period such that j = 0.

	 	 (2)

	 In particular, we test a variety of signals provided by the equity markets, 
viz., stock returns adjusted to NSE Nifty Bank Index (Ret. Niftybank); price-
to-book value ratio (PB Ratio) of a bank stock which reflects the value that 
market participants attach to the bank’s equity relative to its book value; and 
observed volatility (Volatility) in the bank’s stock4. As mentioned earlier, 
if financial markets are indeed forward-looking, lagged values of market 
variables should return statistical significance (for j = 1 or 2). The estimation 
results for the full sample are provided in Appendix Table D5. 

	 The results suggest that financial markets pick up signals of banking 
distress in the same quarter but not much in advance, and thus are at best, 
weakly efficient in predicting the same. The results suggest a contemporaneous 
statistical relationship between market variables and stressed assets ratio; 
with the coefficients of the lagged values of equity market variables lacking 
statistical significance except in the case of one-period lagged price-to-book 
value ratio and two-period lagged volatility. Compared to the baseline, only a 

4 To reiterate, the aim of the study is to assess whether financial market information adds any 
predictive power to the supervisory data. As such the estimation here is not aimed at assessing 
whether stock market variables ‘cause’ banking stress or vice versa. Nonetheless, we conducted 
causality tests in panel framework and found no evidence to support that SAR granger causes 
excess equity returns and vice versa. 
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marginal improvement in the overall R2 of the models after incorporating market 
information, also suggests weak statistical power of market information5. 

	 Given the heterogeneous nature of the Indian banking system, we also 
examine whether the ownership pattern of banks makes a difference to equity 
markets reaction. Thus, we split our sample into public sector bank and private 
sector banks subsamples and estimate the same model as in equation (2) for 
both the subsamples. The estimation results are provided in Appendix Tables 
D6 and D7. 

	 For the public sector banks, asset base and CRAR showed inverse 
association with SAR as expected. However, the coefficient of return on 
equity (RoE) was not statistically significant. Regarding the predictive power 
of equity markets, none of the equity market variables were found to have a 
statistically significant relationship with SAR, even at 10 per cent level of 
significance. The only exception to this was the two quarter lagged observed 
volatility in the bank stock price, which might signal trading activity on a bank 
stock on account of policy announcements such as recapitalisation. 

	 On the other hand, results for the private sector banks depict a more 
sanguine story. Specifically, the price-to-book value ratio was found to contain 
more meaningful information to predict bank-level distress. Price-to-book 
value ratio is simply the market price per share divided by the book value per 
share. Thus, it can be argued that price-to-book value ratio contains information 
from the balance sheet of a bank as well as the market’s expectations in the 
form of its share price. In the case of private sector banks, therefore, it seems 
that equity markets do make their own assessment of impending stress on the 
balance sheet of a bank. Model 11 in Table D7 incorporates stock returns, 
price-to-book-value and volatility albeit leading to only a slight improvement 
in the R2 with respect to the baseline model. 

	 The results of the public and private sector banks indicate that the 
markets differentiate their anticipation of stress based on ownership pattern. 
Acquisition, verification and pricing of information is costly. For public sector 

5 In the results of some specifications, the constant gets omitted due to collinearity between one 
or more than one time dummies and explanatory variables in the regression model.
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banks, which have implicit state guarantees, these costs seem to outweigh the 
benefits. In particular, if the investors are confident that the stress on a public 
sector bank – however grave it may be – would be relieved by the government 
through various means such as recapitalisation, then the market has little 
incentive to price-in the stress. Stressed assets affect bank’s balance sheet 
because they involve higher provisioning and reduce the lendable resources 
available with banks. However, if the government stands ready to recapitalise 
the banks then the stress on their balance sheet is relieved automatically.  
Factoring in these considerations, markets may be providing meaningful 
information about the impending stress in case of private sector banks but not 
in the case of public sector banks.

Machine Learning-based Assessment

	 The random forest (RF) algorithm6, a popular technique from the 
machine learning paradigm, is a useful alternative method that can be used 
to confirm the findings of the econometric model. The RF algorithm allows 
the computation of variable importance to assess the relative importance of a 
variable in a regression (when the dependent/target variable is continuous) or 
classification (when the dependent/target variable is binary) problem. 

	 The basic building block of the RF algorithm is a decision tree, which 
can be depicted in the form of a flowchart-like graph to illustrate all possible 
outcomes of a decision or a series of decisions. A decision tree splits the input 
parameter space into non-overlapping subsamples, such that the predicted 
value of the target variable in each subsample is a constant value contingent 
on minimisation of overall residual sum of squares (RSS). Decision trees, 
however, are prone to an overfitting problem. In contrast, as a non-parametric, 
supervised machine learning model, the RF algorithm avoids this problem by 
way of bagging or bootstrapped aggregation. First, it grows a collection or 
ensemble of decision trees. Second, it uses a random, bootstrapped sample of 
input data as well as a random subset of input variables to grow each tree. This 
simple modification of using a random subset of input variable for growing 

6 See Appendix A for a technical summary of regression trees, random forest algorithm and 
variable importance. Readers may also refer to Liaw and Wiener (2002) for an excellent 
exposition of the RF algorithm.
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each tree, de-correlates individual trees to reduce the variance in the overall 
prediction. Third, for each tree, it calculates a prediction error using out-of-
bag (OOB) data, i.e., data left out from the initial sample for that tree. Lastly, 
with the aim to minimise prediction error, it averages out the predictions from 
all individual trees to arrive at a final prediction. Thus, random forests can 
efficiently deal with very large numbers of correlated explanatory variables, 
and the predicted model is highly non-linear.

	 As mentioned earlier, while training the model, the algorithm calculates 
the prediction error on OOB data that was not used during its training. This 
step allows the computation of variable importance that can be used to select 
the most important predictors amongst a large batch of potential predictor 
variables. The algorithm can be trained to solve the following regression task 
to predict bank-level distress:

	 	 (3)

	 We note that while implementing the panel fixed effect model, only a 
limited number of dependent variables7 – whether supervisory or market-based 
– were used in order to achieve a best fit while avoiding the multicollinearity 
problem. Since the RF algorithm can efficiently deal with correlated variables, 
the entire set of independent variables (including those on bank size, capital, 
profitability, deposit ratios, etc.) available at our disposal were utilised as a set 
of potential predictors. Like the fixed-effect regression approach, we control 
for bank and time fixed effects by introducing bank-specific dummies and 
some macroeconomic variables in the set of input variables, respectively. 
Full sample data is used for training the model since our primary interest is 
in assessing the importance of a given variable as a predictor of the target 
variable. 

	 The rankings of important predictor variables, in terms of increase 
in  mean squared error (MSE), are provided in Chart 1. The higher the 
increase in MSE of any given predictor variable, higher the importance 

7 The issue is further complicated when faced with a choice between several indicators which 
can be used as a potential proxy for the same economic variable. In the case of banks, for 
instance, return on assets (RoA), return on equity (RoE) and net interest margin (NIM) can all 
be potentially used as a proxy for bank profitability. 
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of that variable. Clearly, bank regulatory capital and profitability are the 
strongest predictors of banking distress. Indicators such as Tier-2 capital 
ratio, total CRAR, return on assets (RoA), net interest margin (NIM) 
occupy top ranking in the variable importance measure. Similarly, short-
term liquidity, proxied by savings deposits ratio and liquid assets ratio, also 
emerge as important predictors. In line with the findings of the fixed effect 
panel model,  the random forest approach also ranked market variables as 
the least important predictors of banking distress. Moreover, in a relative 
sense, most of the market indicators show very low percentage increase in 
MSE which underlines the low predictive power contained in equity market 
information. Lagged values of market variables do not even appear in the top 
predictors. To further analyse the impact of market variables on predicting 
bank distress, we retrain the model without including market variables in the 
training data set. We find no meaningful impact of the exclusion of financial 
market information on the overall predictive accuracy of the model. The 
findings8 are also robust to changes in the hyper-parameters of the model 
– number of trees grown, number of nodes on each tree and number of 
variables used in each iteration. 

8 Our findings are also corroborated by  a penalized linear regression model, namely the least 
absolute shrinkage and selection operator (LASSO) model, on the same data set (James et al., 
2013). See Appendix D.

Chart 1: Variable Importance: Stressed Assets Ratio (%)  
as Dependent Variable
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Section V 
Conclusion

	 The primary aim of this analysis is to determine the incremental 
predictive value of market information over and above that provided by the 
supervisory information. The paper finds evidence that the market variables 
incorporate information about banks’ stress in the same quarter, though not 
much in advance and thus markets are weakly efficient. Considering, however, 
that the supervisory data are available with a lag, the paper suggests that there 
is some merit in using market variables to identify stress in the banking sector. 
The random forest model – which ranks variables in terms of their importance 
in predicting stress – also confirms the findings of the fixed effect panel model 
by allotting lower ranks to market variables as compared with the supervisory 
variables.

	 More significantly, our results suggest that the markets differentiate 
between banks on the basis of their ownership while incorporating information 
about stress in stock prices. This may be because public sector banks are 
perceived to have an implicit sovereign guarantee against failure, thereby 
reducing incentives to monitor them, which may be weakening the market 
discipline channel. 
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APPENDIX A 
Random Forest Algorithm: A Summary

Decision Tree

	 In supervised machine learning, tree-based methods are popular for 
solving both regression (when target variable is continuous) and classification 
(when target variable is binary) problems. Such methods generate prediction 
through rules derived from recursive binary partitioning of the covariate 
space. In other words, a regression tree method splits the predictor space into 
a number of smaller regions, wherein the mean or mode of all observations 
falling in that region is used as a prediction for any given observation in the 
same region. A typical decision tree model to predict a target variable, say Y, 
given two predictors, say X1, X2, can be represented as shown in Figure A.1. 

	 More formally, the covariate space i.e., the set of possible values of 
X1, X2 ... ... XN is divided into J distinct and non-overlapping regions, R1, R2 
... ... RJ. For each observation in region RJ, the prediction is simply ŶR j i.e., 
the mean of all observations falling within the same region. Given predictor 
XN and a cut-off point SNi for each such predictor, the optimal division of the 
covariate space is achieved by recursively minimising the following residual 
sum of squares (RSS): 

Figure A.1: Decision Tree
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Random Forest Algorithm

	 Decision trees discussed above suffer from the issue of high variance or 
overfitting. To overcome this issue, several strategies have been highlighted 
in the literature. Bootstrapped aggregation or bagging is one such procedure, 
which when applied to decision trees is popularly known as the random 
forest algorithm. Proposed by Breiman (2001), the algorithm includes the 
construction of T decision trees using distinct bootstrapped subsamples of 
input data. While constructing each tree, the algorithm uses n < N predictor 
variables chosen at random. This small tweak over conventional bagging 
results in a decorrelation of regression trees. After all the trees are constructed, 
the algorithm generates a final prediction by averaging the prediction of all 
T regression trees. Formally, each tree in a random forest is built using the 
following steps where T represents the entire forest and t represents a single 
tree. For t = 1 to T:

	 i.	 Create a bootstrap sample B with replacement from the training 
set comprising X, Y and label these Xt , Yt; 

	 ii.	 Train the tree Ft on Xt , Yt; and, 

	 iii.	 Average the predictions to arrive at a final prediction given by 
.

Out-of-bag Error Estimation and Variable Importance

	 Recall that the random forest algorithm uses a bootstrapped input sample 
data for training each regression tree. In Breiman’s proposed algorithm, each 
bagged regression tree uses two-thirds of the input data for construction. The 
input data that is left out from such a sample is termed out-of-bag (OOB) data. 
A straightforward way to estimate the test error of a random forest model is to 
use the OOB data. A mean prediction for each ith observation can be obtained 
by averaging the prediction of each tree in which the observation was OOB. 
This way an OOB mean squared error (MSE) can be computed for the random 
forest model: 
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which is considered a valid estimate of the test error for the model since the 
response for each observation is predicted using the trees that were not fit 
using the same observation. 

	 The random forest model, by obtaining an MSEooB, allows the 
computation of variable importance which can be used to select most 
important predictors amongst a large batch of potential predictor variables. 
Variable importance is said to describe the dependence of a model’s prediction 
accuracy on the information contained in each covariate used by the model 
(Fisher et al., 2019). The importance of a variable say XN , is estimated by 
computing the increase in mean prediction error when the OOB data, with 
the nth input variable randomly permuted, is again passed down the tree(s) to 
make predictions. Intuitively, the random shuffling of the nth variable would 
mean that the shuffled variable has no predictive power. The mean increase 
in prediction error is computed for all variables – the larger the increase in 
prediction error for any given variable, higher is the predictive power of that 
variable. The variable importance (VIN ) for each variable is computed as 
follows: 

i.	 OOB data for input variable XN is shuffled at random, leaving the target 
and all other input variables unchanged; 

ii.	 Using the new OOB data with shuffled XN, new predictions are generated 
for  to arrive at ;

iii.	 Finally, VIN  is computed as follows: 

.				  
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Variable Description Frequency Source

Stressed Assets 
Ratio (%)

(Restructured Standard Advances + Gross 
Non-Performing Advances) / Total Gross 
Advances

Quarterly Supervisory 
Returns, RBI

Assets (INR 
billions)

Total Assets of the Bank Quarterly Supervisory 
Returns, RBI

Current Deposits 
Ratio (%)

Total Current Deposits / Total Assets Quarterly Supervisory 
Returns, RBI

Time Deposits 
Ratio (%)

Total Term Deposits / Total Assets Quarterly Supervisory 
Returns, RBI

Savings Deposits 
Ratio (%)

Total Savings Deposits / Total Assets Quarterly Supervisory 
Returns, RBI

CASA Ratio (%) (Total Current Deposits + Total Savings 
Deposits) / Total Assets 

Quarterly Supervisory 
Returns, RBI

Capital & 
Reserves 

Total Capital & Reserves / Total Assets Quarterly Supervisory 
Returns, RBI

Liquid Assets 
Ratio (%)

Total Liquid Assets / Total Assets Quarterly Supervisory 
Returns, RBI

Total CRAR (%) Total Regulatory Capital / Risk-Weighted 
Total Assets of the Bank

Quarterly Supervisory 
Returns, RBI

Tier 1-Capital 
Ratio (%)

Total Tier 1 Regulatory Capital / Risk-
Weighted Total Assets of the Bank

Quarterly Supervisory 
Returns, RBI

Tier 2-Capital 
Ratio (%)

Total Tier 2 Regulatory Capital / Risk-
Weighted Total Assets of the Bank

Quarterly Supervisory 
Returns, RBI

Return on Assets 
(%)

Total Net Profits / Average Total Assets Quarterly Supervisory 
Returns, RBI

Return on Equity 
(%)

Total Net Profits / Average Total 
Shareholders' Equity for the Bank

Quarterly Supervisory 
Returns, RBI

Net Interest 
Margin (%)

Net Interest Income / Average Total Assets Quarterly Supervisory 
Returns, RBI

VIX NSE VIX Index Quarterly Bloomberg

Excess Return 
over NSE Bank 
(%)

∆%Q-o-Q(Pricei,q) - ∆%Q-o-Q(Price,niftybank,q); 
where Pricei,q is the stock price value of ith 
Bank in quarter ‘q’ and Priceniftybank,q is the 
stock price value of NSE Bank Index in 
quarter ‘q’

Quarterly Bloomberg; 
Authors’ 
calculation

(Contd...)

Appendix B 
Data Description and Sources
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Variable Description Frequency Source

Excess Return 
over NSE Bank 
(%)

∆%Q-o-Q(Pricei,q) - ∆%Q-o-Q(PriceNIFTY,q); 
where Pricei,q is the stock price value of ith 
Bank in quarter ‘q’ and PriceNIFTY,q is the 
stock value of NSE NIFTY Index in quarter 
‘q’

Quarterly Bloomberg; 
Authors’ 
calculation

Price-to-Book 
Ratio

Market price per share / Book value per 
share; where book value per share is equal 
to (total assets – total liabilities) / number of 
shares outstanding

Quarterly Bloomberg

Market 
Capitalisation

(Current market price per share) x (Total 
number of shares outstanding);

Quarterly Bloomberg

90-d Price 
Volatility

Standard deviation of daily logarithmic price 
changes for the 90 most recent trading days 
closing price

Quarterly Bloomberg
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Appendix C 
Summary Statistics

Table C1: All Scheduled Commercial Banks

Variable Obs. Mean Std. Dev. Min. Max.

Stressed Assets Ratio (%) 1,404 8.65 5.85 0.00 29.49
Assets (INR billions) 1,404 2.068 2.771 0.00 2.883
Total CRAR (%) 1,404 12.86 2.36 0.00 20.61
Return on Equity (%) 1,404 9.59 10.51 -46.97 41.48
Return over NSE Bank (%) 1,404 -0.97 6.67 -25.92 41.17
Price-to-Book Ratio 1,404 1.14 1.14 0.00 7.17
Market Capitalisation (INR billions) 1,404 2.404 5.067 0.00 4.845
90-d Stock Volatility 1,404 36.37 11.62 0.00 88.40

Table C2: Public Sector Banks

Variable Obs. Mean Std. Dev. Min. Max.

Stressed Assets Ratio (%) 864 11.00 5.83 0.00 29.49
Assets (INR billions) 864 2.565 3.155 0.00 2.883
Total CRAR (%) 864 11.91 1.78 0.00 18.18
Return on Equity (%) 864 7.76 11.33 -46.97 41.48
Return over NSE Bank (%) 864 -1.74 6.76 -25.92 37.44
Price-to-Book Ratio 864 0.63 0.42 0.00 2.85
Market Capitalisation (INR billions) 864 1.515 3.361 0.00 2.675
90-d Stock Volatility 864 37.33 11.32 0.00 88.40

Table C3: Private Sector Banks

Variable Obs. Mean Std. Dev. Min. Max.

Stressed Assets Ratio (%) 540 4.89 3.43 0.00 21.54
Assets (INR billions) 540 1.273 1.739 0.00 9.246
Total CRAR (%) 540 14.37 2.37 7.44 20.61
Return on Equity (%) 540 12.53 8.23 -33.96 29.68
Return over NSE Bank (%) 540 0.27 6.34 -25.15 41.17
Price-to-Book Ratio 540 1.95 1.42 0.00 7.17
Market Capitalisation (INR billions) 540 3.826 6.743 0.00 4.850
90-d Stock Volatility 540 34.82 11.93 12.65 86.17
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Table D1: Joint Wald Test of Significance for Inclusion of Time-Fixed Effects  
(Null: αt = 0 for all t)

F (34, 38) 39.20
Prob. > F 0.000

Table D2: Modified Wald Test for Group-wise Heteroscedasticity in Fixed Effect 
Regression Model (Null: sigma(i)^2 = sigma^2 for all i)

chi2 (39) 3294.78
Prob. > chi2 0.000

Table D3: Wooldridge Test for Autocorrelation in Panel Data
(Null: No First Order Autocorrelation)

F (1, 38) 5.721
Prob. > F 0.0218

Table D4: Pesaran's Test of Cross-sectional Independence
(Null: No Cross-sectional Dependence)

test-stat -2.687
Prob. 0.0072

 

Appendix D 
Diagnostic Tests and Estimation Results
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Chart D8: LASSO-based Regression Coefficients

Note:
1.	 Penalty = LASSO; Alpha = 1.
2.	 K-fold Cross Validation based on MSE has been adopted for selection of optimal hyper-parameters 

measures. 
3.	 Above results control for bank-specific effect and time-trend by introduction of appropriate dummies.
Source: Authors’ calculations.
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